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INTRODUCTION

Artificial neural networks (ANNs) are systems which 
are derived from the field of neuroscience and are char-
acterized by intensive arithmetic operations. These net-
works display interesting features such as parallelism, 
classification, optimization, adaptation, generalization 
and associative memories. Since the McCulloch and 
Pitts pioneering work (McCulloch, W.S., & Pitts, W. 
(1943), there has been much discussion on the topic 
of ANNs implementation, and a huge diversity of 
ANNs has been designed (C. Lindsey & T. Lindblad, 
1994). The benefits of using such implementations is 
well discussed in a paper by R. Lippmann (Richard P. 
Lipmann, 1984): “The great interest of building neural 
networks remains in the high speed processing that can 
be achieved through massively parallel implementa-
tion”. In another paper Clark S. Lindsey (C.S Lindsey, 
Th. Lindbald, 1995) posed a real dilemma of hardware 
implementation: “Built a general, but probably ex-
pensive system that can be reprogrammed for several 
kinds of tasks like CNAPS for example? Or build a 
specialized chip to do one thing but very quickly, like 
the IBM ZISC Processor”. To overcome this dilemma, 
most researchers agree that an ideal solution should 
relay the performances obtained using specific hardware 
implementation and the flexibility allowed by software 
tools and general purpose chips. 

Since their commercial introduction in the mid-
1980’s, and due to the advances in the development 

of both of the microelectronic technology and the 
specific CAD tools, FPGAs devices have progressed in 
an evolutionary and revolutionary way. The evolution 
process has allowed faster and bigger FPGAs, better 
CAD tools and better technical support. The revolution 
process concerns the introduction of high performances 
multipliers, Microprocessors and DSP functions. This 
has a direct incidence to FPGA implementation of ANNs 
and a lot of research has been carried to investigate 
the use of FPGAs in ANNs implementation (Amos R. 
Omandi & Jagath C. rajapakse, 2006).  

Another attractive key feature of FPGAs is their 
flexibility, which can be obtained at different levels: 
exploitation of the programmability of FPGA, dynamic 
reconfiguration or run time reconfiguration (RTR), 
(Xilinx XAPP290, 2004) and the application of the 
design for reuse concept (Keating, Michael; Bricaud, 
Pierre, 2002). 

However, a big disadvantage of FPGAs is the low 
level hardware oriented programming model needed to 
fully exploit the FPGA’s potential performances. 

High level based VHDL synthesis tools have been 
proposed to bridge the gap between the high level 
application requirements and the low level FPGA 
hardware but these tools are not algorithmic or ap-
plication specific. Thus, special concepts need to be 
developed for automatic ANN implementation before 
using synthesis tools.

In this paper, we present a high level design method-
ology for ANN implementation that attempts to build a 
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bridge between the synthesis tool and the ANN design 
requirements. This method offers a high flexibility in 
the design while achieving speed/area performances 
constraints.  The three implementation figures of the 
ANN based back propagation algorithm are considered. 
These are the off-type implementation, the on-chip 
global implementation and the dynamic reconfiguration 
choices of the ANN. 

To achieve our goal, a design for reuse strategy 
has been applied. To validate our approach, three case 
studies are considered using the Virtex-II and Virtex-4 
FPGA devices. A comparative study is done and new 
conclusions are given.

BACKGROUND

In this section, theoretical presentation of the multilayer 
perceptron (MLP) based back propagation algorithm 
is given. Then, discussion of the most related works to 
the topics of high level design methodology and ANNs 
frameworks are given.

Theoretical Background of the Back 
Propagation Algorithm

The back propagation is one of the well known algo-
rithms that are used to train the MLP ANN network 
in a supervised mode. The MLP is executed in three 
phases: the feed forward phase, the error calculation 
phase and the synaptic weight updating phase (Free-
man, J. A. and Skapura, D. M, 1991).

In the feed forward phase, a pattern xi is applied 
to the input layer and the resulting signal is forward 
propagated through the network until the final outputs 
have been calculated; for each i (index of neuron) and 
j (index of layer)
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where, i

j  is the weighted sum of the synaptic weights 
and i

jo  is the output of the sigmoid activation func-
tion.

The error calculation step, computes the local error, 
δ for each layer starting from output back to input:
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where, di is the desired output  f ’ the derivative func-
tion of  f

The Weight update step computes the weights up-
dates according to:
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where, η is the learning factor, Δw the variation of 
weights and l, the indices of the layers.

Background on ANN Frameworks 

The most related works to ANNs frameworks are pre-
sented by (F. Schurmann & all, 2002), (M. Diepenhorst 
& all, 1999), and (J. Zhu & all, 1999).

In the other hand, and with the increasing complexity 
of FPGAs circuits, Core-based synthesis methodol-
ogy is proposed as a new trend for efficient hardware 
implementation of FPGAs. In these tools a library 
of pre-designed IPs “Intellectual Property” cores are 
proposed. An example can be found in (Xilinx Core 
Generator reference) and (Opencores reference). 

In the core based design methodology, efficient 
reuse is derived from the parameterized design with 
VHDL and its many flexible constructs and charac-
teristics (i.e. abstraction, encapsulation, inheritance 
and reuse through attributes, package, procedures and 
functions). Beside this, the reuse concept is well suited 
for high regular and repetitive structures such as neural 
networks. However although all these advantages, 
seldom attention has been done to apply design for 
reuse for ANNs. 

In this context our paper presents a new high level 
design methodology based upon the use of the design 
for reuse concept for ANNs. 

In order to achieve this goal, the design must fulfill 
the following requirements (Keating, Michael; Bricaud, 
Pierre, 2002): 

• The design must be block-based
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