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Chapter VI

Evolutionary Learningof a
Box-PushingController

Pieter Spronck, |daSprinkhuizen-K uyper, Eric Postmaand RensK ortmann
Universiteit Maastricht, TheNetherlands

Abstract

Inour researchweuseevol utionary algorithmsto evol verabot. controllersfor
executing elementary behaviours. This chapter focuses on the behaviour of
pushing a box between two walls. The main resear ch question addressed in
this chapter is. how can a neural:network learn to control the box-pushing
task using evol utionary-computati on techniques? In answering thisquestion
we study the following three characteristics by means of simulation
experiments: (1) thefitnessfunction, (2) the neural network topology and (3)
the parameters of the evolutionary algorithm. We find that appropriate
choicesfor thesecharacteristicsare: (1) aglobal external fitnessfunction, (2)
a recurrent neural network, and (3) a regular evolutionary algorithm
augmented with the doping technique in which the initial population is
supplied with a solution to a hard task instance. We conclude by stating that
our findings on the relatively simple box-pushing behaviour form a good
starting point for the evolutionary-learning of more complex behaviours.

This chapter appears in the book, Computational Intelligence in Control, by Masoud Mahammadian.
Copyright © 2003, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Evolutionary Learning of aBox-Pushing Controller 105

Introduction

| magineacat onarooftop. It hasjust spotted aj uicy pigeonsittingonawindow
sl andiswonderinghowtocatchthisprey. Thesituationistricky: therearetwo
routesthe cat can take, both of them involving walking on narrow ledgesand
requiringdaringtricksof balance. Thecat decidestotaketheshortest routeandtries
tolower itsalf ontoaledgebeneath. Whil etryingtodoso, it noti cesthat thechance
of toppling over and falling three stories down onto a busy shopping street is
becomingincreasingly morerealistic. Thecat now decidestoabandonitsplanand
setsitssensestosomethingmorepractical.

Fromatraditiona Artificia Intelligencepoint of view, thisnavigationproblem
isnotthat difficult. Thestart andgoal positionsareknown, thepossibleroutesare
clear,andapparently, thecat hasdevel oped aplanto catchthebird. However, the
successful executionof theplancritically dependsonthecat’ slow-level interactions
withitsenvironment, rather thanitshigh-level planning capabilities. Hitherto, the
Artificia Intelligencecommunity hasgivenlittleattentiontolow-level control
mechanisms(e.g., equilibriumcontrollers) ascomparedto high-level controllers
(e.g.,symbolicproblem-solvingsystems).

Low-level controllersaretypically neededfor autonomoussystemsdealing
withelementary tasksindynamicpartialy observableenvironments. They formthe
foundationaf high-leve controllersexecutingmorecompl ex tasksintheenvironment
(Brooks, 1986). I nthischapter wefocusontheel ementary task of pushing abox
betweentwowalls. Thebox-pushingtask wasoriginally introduced (albeitina
dightly differentform) by Lee, Hallamand Lund (1997). Pushinganobjectis an
important aspect of robot soccer, amodern platform for autonomoussystems
research (Asada& Kitano, 1999), and underliesmany morecompl exbehaviours
suchastarget following, navigati onand object manipul ation. Whilethedeceptively
simpletask of pushinganobjectisusually disregardedinfavour of theseemingly
morechallengingtask of determiningastrategicposition, pushingisfar from trivia
and deservesat | eastasmuch attentionasthestrategictask.

Themain research question addressed inthischapter is: how cananeural
network |earnto control thebox-pushingtask using evol utionary-computation
techniques?Inansweringthisquestionwestudy thefollowingthreecharacteristics
by meansof s mulationexperiments: (1) thefitnessfunction, (2) theneura network
topol ogy and (3) theparametersof theevol utionary algorithm.

Theoutlineof theremainder of thischapterisasfallows. First, wediscusssome
background ontheuseof neural networksandevolutionary agorithmsinlearning
tocontrol arobot. Thenwedescribethegoal of theresearchintermsof thethree
characteristics discussed above (i.e., the fitnessfunction, the neural -network
topol ogy andtheparametersof theevol utionary algorithm). Wegiveanoverview



16 more pages are available in the full version of this
document, which may be purchased using the "Add to Cart"
button on the publisher's webpage: www.igi-
global.com/chapter/evolutionary-learning-box-pushing-
controller/6833

Related Content

Cognitive Processes of the Elderly Brain with MindGym Approach

Jurij Tasic, Darja Rudan Tasic, Andrej Vovk, Dusan Suput, Shushma Patel, Dilip
Patel, Marjan Gusevand Sasko Ristov (2015). International Journal of Software
Science and Computational Intelligence (pp. 18-34).
www.irma-international.org/article/cognitive-processes-of-the-elderly-brain-with-mindgym-
approach/157435

A Modified Desirability Function Approach for Mean-Variance Optimization of
Multiple Responses

Sunil Kushwaha, Sudipta Sikdar, Indrajit Mukherjeeand Pradip Kumar Ray (2013).
International Journal of Software Science and Computational Intelligence (pp. 7-21).
www.irma-international.org/article/a-modified-desirability-function-approach-for-mean-variance-

optimization-of-multiple-responses/103351

Wolf-Swarm Colony for Signature Gene Selection Using Weighted Objective
Method

Prativa Agarwallaand Sumitra Mukhopadhyay (2019). Nature-Inspired Algorithms for
Big Data Frameworks (pp. 170-195).
www.irma-international.org/chapter/wolf-swarm-colony-for-signature-gene-selection-using-
weighted-objective-method/213035

Data Warehousing and Decision Support in Mobile Wireless Patient
Monitoring

Barin N. Nagand Mark Siegal (2012). Machine Learning: Concepts, Methodologies,
Tools and Applications (pp. 1642-1651).
www.irma-international.org/chapter/data-warehousing-decision-support-mobile/56218

Software Defect Prediction Using Genetic Programming and Neural
Networks

Mohammed Akourand Wasen Yahya Melhem (2020). Deep Learning and Neural
Networks: Concepts, Methodologies, Tools, and Applications (pp. 1577-1597).
www.irma-international.org/chapter/software-defect-prediction-using-genetic-programming-and-

neural-networks/237952



http://www.igi-global.com/chapter/evolutionary-learning-box-pushing-controller/6833
http://www.igi-global.com/chapter/evolutionary-learning-box-pushing-controller/6833
http://www.igi-global.com/chapter/evolutionary-learning-box-pushing-controller/6833
http://www.irma-international.org/article/cognitive-processes-of-the-elderly-brain-with-mindgym-approach/157435
http://www.irma-international.org/article/cognitive-processes-of-the-elderly-brain-with-mindgym-approach/157435
http://www.irma-international.org/article/a-modified-desirability-function-approach-for-mean-variance-optimization-of-multiple-responses/103351
http://www.irma-international.org/article/a-modified-desirability-function-approach-for-mean-variance-optimization-of-multiple-responses/103351
http://www.irma-international.org/chapter/wolf-swarm-colony-for-signature-gene-selection-using-weighted-objective-method/213035
http://www.irma-international.org/chapter/wolf-swarm-colony-for-signature-gene-selection-using-weighted-objective-method/213035
http://www.irma-international.org/chapter/data-warehousing-decision-support-mobile/56218
http://www.irma-international.org/chapter/software-defect-prediction-using-genetic-programming-and-neural-networks/237952
http://www.irma-international.org/chapter/software-defect-prediction-using-genetic-programming-and-neural-networks/237952

