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ABSTRACT

Anovel biologically inspired neural network approach is proposed for.real-
time simultaneous map building and path planning with limited sensor
information in a non-stationary environment. The dynamics of each neuron
is characterized by a shunting equation with both-excitatory and inhibitory
connections. Thereareonlylocal connectionsintheproposed neural network.
The map of the environment.is built-during the real-time robot navigation
withitssensor informationthatislimitedtoashort range. Thereal-timerobot
path is generated through the dynamic activity landscape of the neural
networ k. The effectiveness and the efficiency are demonstrated by simulation
studies.

INTRODUCTION

Redl-timepath planningwithcollisionfreeinanon-stationary environmentis
averyimportantissueinrobotics. Thereareal ot of studiesonthepath planningfor
robotsus ngvariousapproaches. M ost of thepreviousmodel susegloba methods
tosearchthepossiblepathsintheworkspace(e.g., Lozano-Perez, 1983; Zdlinsky,
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1994; Al-Sultan& Aliyu, 1996; Li & Bui, 1998). Ongand Gilbert (1998) proposed
anew searching-based model for path planningwith penetrationgrowthdistance,
whichsearchesover collision pathsinstead of thefreeworkspace. M ost searching-
based model s can deal with static environment only and are computationally
complicatedwhentheenvironmentiscomplex. Someof theearly modelsded with
staticenvironment only, andmay suffer fromundesiredloca minima(e.g., llari &
Torras, 1990; Zelinsky, 1994; Glasiuset al ., 1994). Somepreviousrobot motion
planning model srequiretheprior information of thenon-stati onary environment,
includingthevaryingtarget and obstacles. For exampl e, Changand Song (1997)
proposedavirtual forceguidancemodel for dynamicmoation planning of amobile
robotinapredictableenvironment, whereanartificial neural network isusedto
predict thefutureenvironment througharel ative-error-back-propagationlearning.

Several neurd network model swereproposedtogeneratered-timetrgjectory
throughlearning(e.g.,Li & Ogmen, 1994; Beom& Cho, 1995; Glasiusetd., 1994;
1995; Zalama, Gaudiano & Lopez Coronado, 1995; Chang & Song, 1997,
Gaudianoet al., 1996; Y ang, 1999; Y ang & Meng, 2000a, 2000b, 2001). The
learning based approachessuffer from extracomputational cost becauseof the
learning procedures. Inaddition, theplanned robot motion usinglearning based
approachesisnot optimal , especialy duringtheinitia | earning phaseof theneural
network. For example; Zalamaet al. (1995) proposed aneural network model for
thenavigationof amabilerobot, which can generatedynamical trajectory with
obstacleavoidancethroughunsupervisedlearning.

Glasiusetal. (1995) proposedaneura network model for redl-timetrajectory
formationwithcollis onfreeinanon-gtationary environment. However, thismodel
suffers from slow dynamics and cannot perform properly in‘afast changing
environment. Inspired by Hodgkinand Huxley’ s(1952) membraneequationand
thelater developed Grossherg’ s(1988) shuntingmodel, Y angand M eng (2000a)
proposed aneural network approach to dynamical trajectory generation with
collisonfreeinanarbitrarily changingenvironment. Thesemodel sarecapabl eof
planningareal -timeoptimal pathinnon-stationary situationswithout any learning
process. ButtheplannedpathsinGlasiuseta. (1995) and Y angand M eng (20004)
donottakeintoaccount theclearancefromobstacl es, whichisdemandedinmany
Stuations. By introducinginhibitory latera connectionsintheneura network, Y ang
and Meng (2000b) proposed a new model for path planning with safety
consideration, whichiscapableof generatinga“ comfortable’ pathfor amobile
robot, without sufferingeither the" tooclose” (narrow safety margin) or thetoofar”
(waste) problems. However, the modelsinllari and Torras (1990), Zelinsky
(1994), Zdlamaet a. (1995), Glasiuset al. (1995) and Y ang and Meng (2000a,
2000b) assumethat theworkspaceisknown, whichisnot practically feasiblein
many applications.
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