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ABSTRACT

Thischapter presentsageneral methodol ogyfor eval uatingthel ossinperformance
of ageneric neural network onceitswel ghtsare affected by perturbations. Snce
weights represent the * knonedge space”’ of the neural model, the robustness
analys scanbeusedtostudy thewel ghts/perfor mancer e ationship. Theperturbation
analyss, whichisclosayrelatedtosensitivityissues, relaxesall assumptionsmade
in the related literature, such as the small perturbation hypothesis, specific
requirements on the distribution of perturbations and neural variables, the
number of hidden unitsand a given neural structure. The methodol ogy, based on
Randomized Algorithms, allows reformulating the computationally intractable
problem of robustness/sensitivity analysisin a probabilistic framework
characterised by a polynomial time solution in the accuracy and confidence
degrees.
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INTRODUCTION

The evauation of the effectsinduced by perturbations affecting aneural
computationisrelevant fromthetheoretical point of view andindevel opingan
embedded devicededicated toaspecificapplication.

Inthefirst case, theinterestisinobtainingareliableand easy tobegenerated
measureof theperformancel ossinduced by perturbationsaffectingthewei ghtsof
aneurd network. Therel evanceof theana ys sisobvioussincewel ghtscharacterise
the* knowledgespace™ of theneural model and, hence, itsinner nature. Inthis
direction, astudy of theevol utionof thenetwork’ sweightsover trainingtimeallows
for understanding themechani sm behind thegenerati on of theknowl edgespace.
Conversely, theanalysisof aspecificknowledgespace(fixed configurationfor
weights) provideshintsabout therel ationshi p betweenthewel ghtsspaceandthe
performancefunction. Thelatter aspectisof primary interestinrecurrent neural
networks where even small modifications of theweight values are critical to
performance(e.g., think of thestability of anintelligent controller comprisinga
neural network andissuesleadingtorobust control).

Thesecond caseissomehow strictly related tothefirst oneand coversthe
situationwheretheneural network must beimplementedinaphysical device. The
optimally trained neural network becomesthe* goldenunit” tobeimplemented
withinafiniteprecis onrepresentationenvironment asithappensinmission-critical
applicationsandembedded systems. I ntheseagpplications, behavioura perturbations
affectingthewei ghtsof aneura network abstract uncertai ntiesassociatedwiththe
implementation process, suchasfiniteprecis onrepresentations(e.g., truncationor
roundinginadigita hardware, fixedor low resol utionfloating poi nt representations),
fluctuationsof the parametersrepresenting theweightsinanalog solutions(e.g.,
associ ated withtheproduction processof aphysical component), ageing effects,
or morecomplex and subtleuncertai ntiesinmixedimplementations.

The sensitivity/robustnessissue has been widely addressed in the neural
network community withaparticular focusonspecificneural topologies.

Morein detail, when the neural network iscomposed of linear units, the
analysisisstraightforward and therel ationshi p between perturbationsand the
induced performancelosscan beobtainedinaclosedform (Alippi & Briozzo,
1998). Conversely, whentheneural topology isnon-linear, whichismostly the
case, several authors assume the small perturbation hypothesis or particul ar
hypothesi sabout thestochasti c natureof theneural computation. Inboth cases, the
assumptionsmakethemathemati csmaoreamenabl ewiththepositiveconsequence
that arel ationship between perturbati onsand performancel osscan bederived
(e.g.,seeAlippi & Briozzo,1998; Piche, 1995). Unfortunately, theseanal yses
introducehypotheseswhicharenot dwayssatisfiedinall real applications.
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