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Chapter II
Problem Solving in the Brain 

and by the Machine
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lookiNg FoR SolutioNS

What does an “intelligent” human being when she 
tries to solve a problem? In general, she uses the 
word “problem” to mean different things:

• As a question to be answered, 
• As a series of circumstances that hinder the 

attainment of an objective,
• As a proposition directed to verify the way 

some results are known.

Research in cognitive sciences suggests 
“Problem solving is any goal-directed sequence 
of cognitive operations” (Anderson, 1980, p. 
257). According to Sloman (1987) “to have a 
goal” is to use a symbolic structure represented 
in some formalism to describe a state of affairs 
to be produced, preserved or prevented. Then, 
any rational agent, be artificial or natural, has a 
“problem” when an intention or goal cannot be 
achieved directly. Jackson (1983) summarizes this 
type of approach as:

PROBLEM= GOAL+OBSTACLE

When a specific goal is blocked, we have a 
problem. When we know ways round the block 

or how to remove it, we have less a problem. In 
our case, the automated archaeologist wants to 
know the cause of the observed material outcomes 
of social action. What blocks this goal is a lack 
of knowledge: it does not know the particular 
mechanism that caused in the past what it sees in 
the present. To remove this obstacle it must learn 
some specific knowledge: how a causal process 
or processes generated the specific measurable 
properties determining the observed evidence. To 
the automated archaeologist, problem solving has 
the task of devising some causal mechanism that 
may mediate between the observation and its cause 
or causes. Consequently, explanatory mechanisms 
taken in pursuit of that goal can be regarded as 
problem solving. In other words, explanation is 
a kind of problem solving where the facts to be 
explained are treated as goals to be reached, and 
hypotheses can be generated to provide the desired 
explanations (Thagard, 1988).

Problem solving has been defined as the suc-
cessive addition of knowledge until the obstacle, 
which prevented goal achievement, is surmounted 
(Newell & Simon, 1972). A cognitive machine 
will solve a problem just by adding knowledge 
to a situation where it identifies some lack of 
knowledge. Therefore, a foundation prescriptive 
rule, one that is so obvious that we always forget 
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it in real life: if you want to solve problems ef-
fectively in a given complex domain, you should 
have as much knowledge or information as you 
can about that domain. 

We cannot use any bit of knowledge we wish, 
because there is only a finite set of right answers 
to a problem. Looking for the needed knowl-
edge constitutes part of the procedure. The less 
knowledge available, the more “problematic,” and 
troublesome is the solution and the more difficult 
will be to produce a result. In this sense “problem-
atic” means “poor in knowledge.” This is true for 
archaeology as for any other scientific discipline. 
It is true for both humans and for robots!

When there is insufficient knowledge, a prob-
lem cannot be solved. The robot needs specific 
knowledge for specifying what it knows and what 
it wants to do (goal). Acquiring this knowledge 
implies solving a previous problem (sub-goal). 
Each of the new sub-goals defines a problem that 
can be attacked independently. Problem decom-
position constitutes, at the same time, a problem. 
Finding a solution to each sub-goal will require 
fewer steps than solving the overall compound 
goal. The idea is:

TO DECOMPOSE THE PROBLEM
 If you want to reach the objective G,
   and it is not fulfilled using the 
previous condition C,
  then, look for sub-goal C.
 Once C has been attained, then proceed until 
G.

When the solution of each sub-goal depends 
in a major way of the solution of other sub-goals, 
and the best solution requires trade-offs between 
competing constraints, it is most efficient to solve 
all the goals incrementally in parallel. This allows 
information about the results to accrue in each 
sub-problem and to affect the emerging decisions 
about the remaining sub-problems. This procedure 
illustrates several important points about problem 

solving. First, it should be explicitly guided by 
knowledge of what to do. Second, an initial goal 
can lead to subsequent sub-goals that effectively 
decompose the problem into smaller parts. Third, 
methods can be applied recursively.

Problem solving always begins with the iden-
tification of the difficulty or obstacle that prevent 
goal achievement. Once identified, we appeal to 
available information—previous knowledge—
and we decide the starting point of the procedure. 
As we have already seen, in archaeology, this 
obstacle is a lack of knowledge on the social cause 
of some perceived features. Therefore, we need 
external information (expertise, already solved 
problems, known cases, scientific knowledge, 
etc.) so that we can make inferences and pos-
sibly choose what to do next. Any information 
missing from the problem statement has to be 
inferred from somewhere. All these sources of 
information together constitute the “space” in 
which problem solving takes place (Robertson, 
2001; Wagman, 2002). 

We need a full and exhaustive problem space. 
We can think of such a problem space as the 
equivalent of a problem solver’s memory: a large 
encyclopedia or library, the information stored 
by topics (nodes), liberally cross-referenced (as-
sociational links), and with an elaborate index 
(recognition capability) that gives direct access 
through multiple entries to the topics (Simon, 
1996, p. 88). The idea seems to be that solutions 
to a problem exist before the problem at some 
location in this problem space.

In archaeology, the problem space is con-
stituted by those valid scientific facts, possible 
interpretations, and work hypothesis related to a 
specific subject. When considering historical prob-
lem solving through the looking glass of problem 
spaces, it appears that the temporality of social 
action is a sizable structure. It consists of: 

1. A space of alternative social actions that 
could have been occurred, 



 

 

38 more pages are available in the full version of this document, which may be

purchased using the "Add to Cart" button on the publisher's webpage: www.igi-

global.com/chapter/problem-solving-brain-machine/6820

Related Content

IoT Trends
Suresh K. (2021). Cases on Edge Computing and Analytics (pp. 95-110).

www.irma-international.org/chapter/iot-trends/271707

Machine Learning and Value-Based Software Engineering
Du Zhang (2012). Software and Intelligent Sciences: New Transdisciplinary Findings  (pp. 287-301).

www.irma-international.org/chapter/machine-learning-value-based-software/65135

Sharing VM Resources With Using Prediction of Future User Requests for an Efficient Load

Balancing in Cloud Computing Environment
Mousa Elrotub, Ahmed Baliand Abdelouahed Gherbi (2021). International Journal of Software Science and

Computational Intelligence (pp. 37-64).

www.irma-international.org/article/sharing-vm-resources-with-using-prediction-of-future-user-requests-for-an-efficient-load-

balancing-in-cloud-computing-environment/273672

Search of Web Service based on Weighted Association Rule
Lei Wang, Lingyu Xu, Yunlan Xue, Gaowei Zhangand Xiangfeng Luo (2015). International Journal of Software

Science and Computational Intelligence (pp. 46-57).

www.irma-international.org/article/search-of-web-service-based-on-weighted-association-rule/155158

A Comparative Analysis of a Novel Anomaly Detection Algorithm with Neural Networks
Srijan Das, Arpita Dutta, Saurav Sharmaand Sangharatna Godboley (2020). Deep Learning and Neural

Networks: Concepts, Methodologies, Tools, and Applications  (pp. 52-68).

www.irma-international.org/chapter/a-comparative-analysis-of-a-novel-anomaly-detection-algorithm-with-neural-

networks/237863

http://www.igi-global.com/chapter/problem-solving-brain-machine/6820
http://www.igi-global.com/chapter/problem-solving-brain-machine/6820
http://www.irma-international.org/chapter/iot-trends/271707
http://www.irma-international.org/chapter/machine-learning-value-based-software/65135
http://www.irma-international.org/article/sharing-vm-resources-with-using-prediction-of-future-user-requests-for-an-efficient-load-balancing-in-cloud-computing-environment/273672
http://www.irma-international.org/article/sharing-vm-resources-with-using-prediction-of-future-user-requests-for-an-efficient-load-balancing-in-cloud-computing-environment/273672
http://www.irma-international.org/article/search-of-web-service-based-on-weighted-association-rule/155158
http://www.irma-international.org/chapter/a-comparative-analysis-of-a-novel-anomaly-detection-algorithm-with-neural-networks/237863
http://www.irma-international.org/chapter/a-comparative-analysis-of-a-novel-anomaly-detection-algorithm-with-neural-networks/237863

