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INTRODUCTION

Storing gray-scale images with neural networks is a challenging problem and has received much attention in the 
past two decades. There are four main approaches for storing images with n pixels and K gray levels. The first 
approach is to encode the gray level of each pixel by R ( 2logR K= ) binary neurons (Taketa & Goodman, 1986; 
Cernuschi-Frias, 1989; Lee, 1999). However, this method needs great numbers of neurons (nR) and interconnection 
weights ( 2 2n R ). The second approach is based on neural networks with multivalued stable states (Si & Michel, 
1991; Zurada, Cloete, & van der Poel, 1996). The activation function is a quantized nonlinearity with K plateaus 
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corresponding to the K gray levels. The required number of neurons is n and the number of interconnections is
2n . The third approach is to decompose the K gray-level image into R gray-coded images (Costantini, Casali, & 

Pefetti, 2003). These images are then stored by using R independent binary neural networks. The required num-
ber of interconnections is  Rn2 . The fourth approach is based on complex-valued neural networks (Jankowski, 
Lozowski, & Zurada, 1996; Lee, 2001a, 2001b, 2003). The neuron state can assume one of K complex values, 
equally spaced on the unit circle. Each phase angle corresponds to a gray level. The number of neurons is n; the 
number of interconnections is 2n .

The objective of this chapter is to review and discuss some recent developments of the complex-valued neural 
networks (CVNNs). Here we present two types of CVNNs: auto-associative network and hetero-associative 
network. Network structures, evolution equations, stability, and design methods are discussed in detail. For 
simplicity, the CVNNs considered here have no threshold (bias) vectors though the including of them adds sub-
stantial degree of freedom to the design

The complex-valued Hopfield associative memory (CVHAM) proposed by Jankowski, Lozowski, and Zurada 
(1996) is a kind of auto-associative network. It can be referred to as a modified Hopfield network (Hopfield, 1984) 
having complex-signum activation functions and complex weighting connections. The learning algorithms of 
conventional CVHAMs include: generalized Hebb rule (Jankowski, Lozowski, & Zurada, 1996), gradient descent 
learning rule (Lee, 2001a, 2003), energy design method (Müezzinoğlu, Güzeliş, & Zurada, 2003), etc. However, 
the recall capability of the CVHAMs is limited because these methods do not consider the attraction of the fixed 
point seriously. In this chapter, the generalized projection rule for the CVHAM is introduced.

In 1991, Jeng and Yeh introduced a modified intraconnected bidirectional associative memory (MIBAM). It 
is a two-layer hetero–associative memory in which the intralayer feedback processes run in parallel, instead of 
sequentially as in the IBAM (Simpson, 1990), with the interlayer processes. Compared with IBAM, the MIBAM 
yields both improved storage capacity and error correcting capability. However, the improvements are minor 
because the design of the MIBAM does not seriously consider the safe storage of all training pairs. With the help 
of the generalized inverse technique, a generalized model of the IBAM (GIBAM) is proposed in this chapter. 
Computer simulation demonstrates that the GIBAM has better recall performances than does the MIBAM.

This chapter is organized as follows. The background of the CVHAMs is introduced first. The structure 
and some conventional learning methods of the CVHAM are briefly reviewed. Next, the energy design method 
proposed by Müezzinoğlu, Güzeliş, and Zurada (2003) are discussed. Then, the generalized projection rule 
(GPR) and the modified projection rule (MPR) are presented to improve the recall performance of the CVHAM. 
Extension of the auto-associative CVHAM to the hetero-associative GIBAM is also discussed. The validity and 
the effectiveness of the presented methods are demonstrated by a lot of simulation results. Finally, a concluding 
remark is given in the final section.

BACKGROUND

The CVHAM (Jankowski, Lozowski, & Zurada, 1996) is an auto-associative memory that stores complex-valued 
prototype vectors Xk, k = 1,...,m where m is the number of the prototype vectors and Tk
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The resolution factor K divides the complex unit circle into K quantization values so that kixk
i ,;1 ∀= . Let 

NCX ∈  and NNCS ×∈ denote the state vector and the connection weight matrix of the CVHAM, respectively. 
The output of each neuron is determined by the following equation:
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