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Chapter  18

INTRODUCTION

A number of approaches have been proposed to 
detect facial features. Among all facial features, 
eyes have become a maverick for their variety of 
applications and implications. In the case of car 
driver eye detection, color cameras and cameras 
with IR illumination have been widely used as 

a video capturing device. The use of cameras 
with IR illumination significantly simplifies the 
problem of eye detection. When an infrared led 
is located at the camera axis, the eye irises appear 
as two bright spots caused by the reflection of the 
blood-rich retina. Thus, IR illumination based ap-
proaches gained high popularity in eye detection 
(Zhao & Grigat, 2006) and consequently driver 
attention monitoring tasks. In (Ji & Yang, 2002) 
a system for monitoring driver vigilance is pro-
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ABSTRACT

In this chapter, the authors elaborate on the facial image segmentation and the detection of eyes and lips 
using two neural networks. The first neural network is applied to segment skin-colors and the second 
to detect facial features. As for input vectors, for the second network the authors apply speed-up robust 
features (SURF) that are not subject to scale and brightness variations. The authors carried out the 
detection of eyes and lips on two well-known facial feature databases, Caltech. and PICS. Caltech gave 
a success rate of 92.4% and 92.2% for left and right eyes and 85% for lips, whereas the PCIS database 
gave 96.9% and 95.3% for left and right eyes and 97.3% for lips. Using videos captured in real environ-
ment, among all videos, the authors achieved an average detection rate of 94.7% for the right eye and 
95.5% for the left eye with a 86.9% rate for the lips
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posed. The main idea is to place two cameras at 
different angles. The camera axis coincides with 
two coplanar concentric rings where along their 
circumferences a number of IR LEDs are evenly 
and symmetrically distributed. One camera has a 
wide range view for head tracking, and the other 
has a narrow view for eye detection. A similar 
hardware setup was applied by Batista et al. (Ba-
tista, 2005), the difference from (Ji & Yang, 2002) 
consists in face and eye detection algorithms. Ham-
moud et al. (Hammoud, Witt, Dufour, Wilhelm, 
& Newman, 2008) proposed a complete driver 
drowsiness detection system that detects irises 
in the near infrared spectrum. Although IR based 
approaches perform reasonably at night time, it 
was noted (Hartley, Horberry, & Mabbott, 2000) 
that those methods often malfunctioned during 
daytime under the presence of sunlight. Moreover, 
when eyes are closed the reflection in IR range 
disappears, making eye detection a difficult task. 
Another disadvantage of IR based approaches is 
the necessity of installing an IR LEDs setup.

In comparison with IR cameras, CMOS and 
CCD cameras are passive, meaning there is no 
IR radiation. The effect of long term IR radiation 
should be studied to guarantee that there is no dan-
ger to eye health (Pitts, Cullen, & Dayhew-Barker, 
1980). CMOS cameras are relatively inexpensive 
and ergonomic. Furthermore, according to (Hart-
ley, et al., 2000) 52% of drivers nodded off while 
driving between the times of 6:00 a.m. and 9:00 
p.m. comprising of the majority of bright daylight 
on any given day. As a consequence, using IR 
cameras during those hours is impractical since 
IR cameras inefficacious under direct sunlight.

In the case of a color camera, there is a pos-
sibility to take color information into account for 
skin-color segmentation purposes (Rong-ben, 
Ke-you, Shu-ming, & Jiang-wei, 2003). The skin-
color segmentation process is commonly done in 
RGB, HSI or YCbCr color spaces. Some authors 
have heuristically found an RGB to 2-dimensional 
color space transform and then approximated the 
skin color domain in 2D space (Butler, Sridharan, 

& Chandran, 2002; Hamdy, Elmahdy, & Elsa-
brouty, 2007; Naseem & Deriche, 2005; Phil & 
Christos, 2005; Tariq, Jamal, Shahid, & Malik, 
2004).These color spaces along with manual 
skin-domain approximation methods(Hernandez 
& Kleiman, 2005; Rong-ben, et al., 2003) are not 
capable of finding complex boundaries of skin-
color domains. One approach to define complex 
boundaries of skin-color domains is to train an 
artificial neural network to separate skin and non-
skin colors. Several applications based on neural 
networks have been proposed for skin color filter-
ing. A two layer multi-layer perceptron (MLP) with 
two inputs and three hidden neurons was applied 
by Chen et al. (Chen & Chiang, 1997). In their 
work the RGB color space was transformed into 
normalized CIE XYZ color space, then the values 
of X and Y coordinates served as inputs for MLP. 
Another attempt using the MLP skin-color filter 
was proposed by Seow (Seow, Valaparla, & Asari, 
2003), where one additional neural network was 
used at the learning stage to interpolate spatial 
skin region in each of the training images. The 
two hidden layers MLP then learns to distinguish 
skin-colors obtained from interpolated regions and 
non-skin colors from the rest of the image. Sahbi 
and Boujemaa (Sahbi & Boujemaa, 2000) applied 
a two layer MLP with two hidden neurons and 
three inputs and outputs. This structure allowed 
them to extract principle skin color components. 
Lenskiy and Lee(A. Lenskiy & J.-S. Lee, 2010) 
applied one layer feed forward neural network to 
segment skin-colors. They suggest an interesting 
and simple approach to train the network with 
negative samples uniformly distributed in the 
color space. As soon as the segmentation pro-
cess is over, the remaining skin-color segments 
are analyzed to select a face candidate. For this 
purpose facial proportions and morphological 
operators are usually applied.

For the detection of eyes and lips a number 
methods have been suggested. Some approaches 
are based on raw eye images which are fed into a 
classifier, such as support vector machines (Jee, 



 

 

15 more pages are available in the full version of this document, which may

be purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/detecting-eyes-lips-using-neural/62698

Related Content

Prototype Based Classification in Bioinformatics
Frank-M. Schleif, Thomas Villmannand Barbara Hammer (2009). Encyclopedia of Artificial Intelligence (pp.

1337-1342).

www.irma-international.org/chapter/prototype-based-classification-bioinformatics/10413

Using ZigBee in Ambient Intelligence Learning Scenarios
Óscar García, Ricardo S. Alonso, Dante I. Tapiaand Juan M. Corchado (2012). International Journal of

Ambient Computing and Intelligence (pp. 33-45).

www.irma-international.org/article/using-zigbee-ambient-intelligence-learning/68843

Towards Stable Model Bases for Causal Strategic Decision Support Systems
Christian Hillbrand (2007). International Journal of Intelligent Information Technologies (pp. 1-24).

www.irma-international.org/article/towards-stable-model-bases-causal/2424

VaTIS: A Travel Information Service for the City of Valletta, Malta
Alexiei Dingliand Maria Attard (2016). International Journal of Conceptual Structures and Smart

Applications (pp. 1-15).

www.irma-international.org/article/vatis/176584

Design and Develop a Cybersecurity Education Framework Using Capture the Flag (CTF)
Li Jing Khoo (2021). Research Anthology on Artificial Intelligence Applications in Security (pp. 225-249).

www.irma-international.org/chapter/design-and-develop-a-cybersecurity-education-framework-using-capture-the-flag-

ctf/270600

http://www.igi-global.com/chapter/detecting-eyes-lips-using-neural/62698
http://www.irma-international.org/chapter/prototype-based-classification-bioinformatics/10413
http://www.irma-international.org/article/using-zigbee-ambient-intelligence-learning/68843
http://www.irma-international.org/article/towards-stable-model-bases-causal/2424
http://www.irma-international.org/article/vatis/176584
http://www.irma-international.org/chapter/design-and-develop-a-cybersecurity-education-framework-using-capture-the-flag-ctf/270600
http://www.irma-international.org/chapter/design-and-develop-a-cybersecurity-education-framework-using-capture-the-flag-ctf/270600

