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#### Abstract

Triangulation is a fundamental problem in computer vision that consists of estimating the 3D position of a point of the scene from the estimates of its image projections on some cameras and from the estimates of the projection matrices of these cameras. This chapter addresses multiple view L2 triangulation, i.e. triangulation for vision systems with a generic number of cameras where the sought $3 D$ point is searched by minimizing the L2 norm of the image reprojection error. The authors consider the standard case where estimates of all the image points are available (referring to such a case as certain triangulation), and consider also the case where some of such estimates are not available for example due to occlusions (referring to such a case as uncertain triangulation). In the latter case, it is supposed that the unknown image points belong to known regions such as line segments or ellipses. For these problems, the authors propose a unified methodology that exploits the fundamental matrices among the views and provides a candidate 3D point through the solution of a convex optimization problem based on linear matrix inequalities (LMIs). Moreover, the chapter provides a simple condition that allows one to immediately establish whether the found 3D point is optimal. Various examples with synthetic and real data illustrate the proposed technique, showing in particular that the obtained $3 D$ point is almost always optimal in practice, and that its computational time is indeed small.


## INTRODUCTION

It is well-known that triangulation is a fundamental problem in computer vision. This problem consists of estimating the 3D position of a point of the scene from its image projections on some cameras and from the projection matrices of these cameras. Triangulation has numerous applications in various areas, for instance it is exploited in the construction of 3D models of real objects from a sequence of images of such objects, procedure known as 3D object reconstruction, see e.g. (Faugeras and Luong (2001), Hung and Tang (2006), Mai et al. (2010)) and references therein. Also, triangulation is exploited in visual servoing for determining the location of a camera mounted on a robot end-effector with respect to a reference object present in the scene: this is realized, firstly, by determining the camera pose between the current and the desired camera locations, and, secondly, by calculating the 3D points of the reference object with respect to the determined projection matrices, see e.g. (Chaumette and Hutchinson (2006), Chaumette and Hutchinson (2007), Chesi and Hashimoto (2010)) and references therein.

In the ideal case where the image projections and projection matrices are exactly known, the triangulation problem can be readily solved, specifically it amounts to solving a system of linear equations (deriving from the projective constraints) in three scalar unknowns, which are the three coordinates of the sought 3D point with respect to an absolute frame used to express the frames of the cameras. The number of equations in this system is equal to twice the number of views, which means that at least two views are required, and that the system is over-determined (i.e., there are more constraints than variables). However, image projections and projection matrices cannot be measured exactly due to image noise, image distortion, etc. This means that the image projections and projection matrices can be only estimated and are hence affected by
measurement errors. As a result, the system of linear equations defining the sought 3D point turns out to be infeasible in the general case, i.e. the equations cannot be satisfied for any choice of the three scalar unknowns.

Hence, whenever the data is affected by measurement errors, the problem amounts to finding the 3D point that "fits" the projective constraints better than other 3D points. A possibility consists of looking for the 3D point that minimizes the equation errors, also known as algebraic error. This requires the solution of a linear least-squares minimization, which can be simply obtained either in closed-form orvia singular value decomposition (SVD) techniques. However, this criterion may provide unsatisfactory results in some situations since it minimizes an algebraic error rather than a geometric one. In order to cope with this problem, it has been proposed to find the 3D point that minimizes the so-called 2 D reprojection error, i.e. the distance between the image projections of the sought 3D point on the camera views and the available measurements.

The 2 D reprojection error can be defined in various ways depending on the choice of the distance adopted in the image domain. Typically, this distance is chosen as the standard Euclidean distance since it is known to provide more satisfactory results, and the triangulation is referred to as L2 triangulation. There have been various contributions to the problem of L2 triangulation in the existing literature. In (Hartley and Sturm (1997), Hartley and Zisserman (2000)) the authors show how the exact solution of triangulation with two views can be obtained by computing the roots of a one-variable polynomial of degree six. For triangulation with three-views, the exact solution is obtained in (Stewenius et al. (2005)) by solving a system of polynomial equations through methods from computational commutative algebra, and in (Byrod et al. (2007)) through Groebner basis techniques. Multiple view triangulation is considered for example in (Lu and Hartley (2007)) via

10 more pages are available in the full version of this document, which may be purchased using the "Add to Cart" button on the publisher's webpage: www.igi-global.com/chapter/certain-uncertain-triangulation-multiplecamera/62684

## Related Content

Deep Reinforcement Learning for Optimization
Md Mahmudul Hasan, Md Shahinur Rahmanand Adrian Bell (2021). Research Anthology on Artificial Intelligence Applications in Security (pp. 1598-1614).
www.irma-international.org/chapter/deep-reinforcement-learning-for-optimization/270661
On a Solution Set to a Mathematical Programming Problem With a Fuzzy Set of Constraint Indices
Serhii O. Mashchenko (2022). International Journal of Fuzzy System Applications (pp. 1-28).
www.irma-international.org/article/on-a-solution-set-to-a-mathematical-programming-problem-with-a-fuzzy-set-of-constraint-indices/303560

Application of Uncertainty Models in Bioinformatics
B.K. Tripathy, R.K. Mohantyand Sooraj T.R. (2016). Handbook of Research on Computational Intelligence Applications in Bioinformatics (pp. 169-182).
www.irma-international.org/chapter/application-of-uncertainty-models-in-bioinformatics/157487
Semiring of Generalized Interval-Valued Intuitionistic Fuzzy Matrices
Debashree Manna (2017). Emerging Research on Applied Fuzzy Sets and Intuitionistic Fuzzy Matrices (pp. 132-152).
www.irma-international.org/chapter/semiring-of-generalized-interval-valued-intuitionistic-fuzzy-matrices/171904
A Corpus-Stylistic Approach of the Treatises of St. Athanasius about Idolatry
Georgios Alexandropoulos (2015). International Journal of Signs and Semiotic Systems (pp. 27-53). www.irma-international.org/article/a-corpus-stylistic-approach-of-the-treatises-of-st-athanasius-about-idolatry/141520

