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Chapter  19

INTRODUCTION

Automatic discovery of causal relations between 
textual events is a central task for various appli-
cations in Natural Language Processing (NLP). 
Specifically, tasks that require some form of 
reasoning such as probabilistic reasoning (Naray-
anan, 1997), common sense reasoning (Mueller, 

2007), and question answering (Girju, 2003). An 
example of a causal relation between two events 
is presented in the following sentence:

•	 S1:Hewoundup andletloosea fastball.

This example encodes a special type of causal 
relation called enablement, in which the event 
wound enables the event let loose to happen. In 
this case, the event let loose will take place only 
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ABSTRACT

We present a novel method for discovering causal relations between events encoded in text. In order to 
determine if two events from the same sentence are in a causal relation or not, we first build a graph 
representation of the sentence that encodes lexical, syntactic, and semantic information. From such 
graph representations we automatically extract multiple graph patterns (or subgraphs). The patterns are 
sorted according to their contribution to the expression of intra-sentential causality between events. To 
decide whether a pair of events is in a causal relation, we employ a binary classifier that uses the graph 
patterns. Our experimental results indicate that capturing causal event relations using graph patterns 
outperforms existing methods.
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if the event wound occurs. Moreover, causal rela-
tions are closely related with temporal relations 
that hold between two events. For example, the 
enablement relation from sentence S1 corresponds 
to a before temporal relation established between 
the wound event and the let loose event.

We cast causal relation detection as a classifica-
tion task. Most existing approaches for discovering 
causal relations use machine learning classifiers 
based on unstructured linguistic features. In this 
chapter, we describe a method that captures the 
contextual information of the two events. Contex-
tual information is captured by lexical, syntactic, 
and semantic features as well as dependencies 
that exist between these features. Features are 
structured into graphs, enabling us to discover 
graph patterns that account for causality between 
pairs of intra-sentential events.

The remainder of the chapter is organized as 
follows. We first describe the related work. Next 
we detail the graph representation that captures 
the structural dependencies of lexical, syntactic, 
and semantic features characterizing pairs of 
events that belong to a causal relation. In that 
section we detail each type of feature as well. 
The following section discusses the method of 
discovering syntactic and lexico-semantic graph 
patterns that characterize causality. Patterns are 
used for training a binary classifier which decides 
whether there exists a causal relation between 
pairs of intra-sentential events. In a separate sec-
tion we discuss the experimental results and the 
error analysis. We also discuss the future research 
directions before summarizing the conclusions 
of the chapter.

RELATED WORK

Causality can be expressed in texts in many ways. 
Moreover, linguists and researchers have estab-
lished that there are several forms of causality, 
including purpose, reason, and enablement (Bejan 
& Harabagiu, 2008a). Traditionally, causality in 

text has been viewed as a discourse phenomenon 
or as a semantic-specific function. Methods that 
have focused on the discourse-level information 
attempted to recognized causal relations between 
discourse units in the same way as they would 
recognize other discourse relations (e.g. elabo-
ration, parallel, and violated-expectations). 
For example, Marcu & Echihabi (2002) have 
used a naïve Bayes classifier trained on pairs of 
words from discourse segments separated by cue 
phrases such as thus and because. Their approach 
achieved very high scores when evaluated on 
cause-explanation-evidence relations.

The previous techniques that focused on the 
semantic aspects of causality have relied on a com-
bination of syntactic and lexico-semantic knowl-
edge. For example, Girju and Moldovan (2002) 
have studied causal relations between nominals. 
They were able to obtain promising results by 
focusing on patterns of the form [noun—verb—
noun] and using semantic knowledge encoded in 
WordNet (Fellbaum et al., 1998). WordNet is a 
large lexico-semantic knowledge base that encodes 
the vast majority of English nouns, verbs, adjec-
tives, and adverbs. Word senses and hypernym 
information available from WordNet were used 
to detect causal relations in the approach reported 
in (Girju and Moldovan 2002). The results were 
promising, and thus they have prompted a task 
dedicated to the recognition of nominal causal 
relations in SemEval 2007. SemEval (formerly 
Senseval) is a series of evaluations of semantic 
analysis systems. The task for classification of 
semantic relations between nominals asked par-
ticipants to identify whether a given semantic 
relation (e.g., product-producer, part-whole, 
cause-effect, etc.) exists between two nouns from 
a sentence. The approach reported in (Beamer et 
al., 2007) uses several lexico-syntactic features, 
including the word stems and sequences of part 
of speech between the nominals. They used some 
general features including whether the nouns en-
code a time or location. They also used features 
based on the context of the nouns such as gram-
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