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Chapter XI

2D Image Matrix-Based
Discriminator

ABSTRACT
This chapter presents two straightforward image projection techniques — two-
dimensional (2D) image matrix-based principal component analysis (IMPCA, 2DPCA)
and 2D image matrix-based Fisher linear discriminant analysis (IMLDA, 2DLDA).
After a brief introduction, we first introduce IMPCA. Then IMLDA technology is given.
As a result, we summarize some useful conclusions.

INTRODUCTION
The conventional PCA and Fisher LDA are both based on vectors. That is to say,

if we use them to deal with the image recognition problem, the first step is to transform
original image matrices into same dimensional vectors, and then rely on these vectors to
evaluate the covariance matrix and determine the projector. Two typical examples, the
famous eigenfaces (Turk & Pentland, 1991a, 1991b) and fisherfaces (Swets & Weng,
1996; Belhumeur, Hespanha, & Kriegman, 1997) both follow this strategy. The drawback
of this strategy is obvious. For instance, considering an image of 100×100 resolution, its
corresponding vector is 10,000-dimensional. To perform K-L transform or Fisher linear
discriminant on basis of such high-dimensional image vectors is a time-consuming
process. What’s more, the high dimensionality usually leads to singularity of the within-
class covariance matrix, which causes trouble for calculation of optimal discriminant
vectors (projection axes).
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In this chapter, we will develop two straightforward image projection techniques;
that is, 2DPCA and 2DLDA, to overcome the weakness of the conventional PCA and LDA
as applied in image recognition. Our main idea is to directly construct three image
covariance matrices, including image between-class, image within-class and image
total scatter matrices; and then, based on them, perform PCA or Fisher LDA. Since the
scale of image covariance matrices is same as that of images and the within-class image
covariance matrix is usual nonsingular, thus, the difficulty resulting from high dimension-
ality and singular case are artfully avoided. We will outspread our idea in the following
sections.

2D IMAGE MATRIX-BASED PCA

IMPCA Method
Differing from PCA and KPCA, IMPCA, which is also called 2DPCA (Yang & Yang,

2002; Yang, Zhang, Frangi, & Yang, 2004), is based on 2D matrices rather than 1D vectors.
This means that we do not need to transform an image matrix into a vector in advance.
Instead, we can construct an image covariance matrix directly using the original image
matrices, and then use it as a generative matrix to perform principal component analysis.

The image covariance (scatter) matrix of 2DPCA is defined by:

G
t
 = E(A - EA)T (A - EA) (11.1)

where A is an  m×n  random matrix representing a generic image. Each training image is
viewed as a sample generated from the random matrix A. It is easy to verify that G

t
 is an

n×n  non-negative definite matrix by its construction.
We can evaluate G

t
 directly using the training image samples. Suppose that there

are a total of M training image samples, the j
th
 training image is denoted by an  m×n  matrix

A
j
 ( j = 1, 2, . . . , M), and the mean image of all training samples is denoted by A. Then,

G
t
 can be evaluated by:
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The projection axes of 2DPCA, X
1 
, . . . , X

d 
, are required to maximize the total scatter

criterion J(X) = XT G
t
 X and satisfy the orthogonal constraints; that is:
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Actually, the optimal projection axes,  X
1 
, . . . , X

d 
, can be chosen as the orthonormal

eigenvectors of G
t
 corresponding to the first d largest eigenvalues.



 

 

27 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/chapter/image-matrix-based-discriminator/5927

Related Content

A New Swarm Intelligence Technique of Artificial Haemostasis System for

Suspicious Person Detection with Visual Result Mining
Hadj Ahmed Bouarara, Reda Mohamed Hamouand Abdelmalek Amine (2017).

Biometrics: Concepts, Methodologies, Tools, and Applications  (pp. 1803-1833).

www.irma-international.org/chapter/a-new-swarm-intelligence-technique-of-artificial-

haemostasis-system-for-suspicious-person-detection-with-visual-result-mining/164676

Design of Implantable Antennas for Medical Telemetry: Dependence upon

Operation Frequency, Tissue Anatomy, and Implantation Site
Asimina Kiourtiand Konstantina S. Nikita (2013). International Journal of Monitoring

and Surveillance Technologies Research (pp. 16-33).

www.irma-international.org/article/design-implantable-antennas-medical-telemetry/78550

Real-Time Recognition of Basic Human Actions
Vassilis Syrris (2010). Machine Learning for Human Motion Analysis: Theory and

Practice  (pp. 152-169).

www.irma-international.org/chapter/real-time-recognition-basic-human/39342

Intention-Based Decision Making via Intention Recognition and its

Applications
The Anh Hanand Luis Moniz Pereira (2013). Human Behavior Recognition

Technologies: Intelligent Applications for Monitoring and Security  (pp. 174-211).

www.irma-international.org/chapter/intention-based-decision-making-via/75291

A Survey and Surveillance Issues in Smart Homes Environment for Assistive

Living
Ryan Patrickand Nikolaos Bourbakis (2017). Biometrics: Concepts, Methodologies,

Tools, and Applications  (pp. 1290-1309).

www.irma-international.org/chapter/a-survey-and-surveillance-issues-in-smart-homes-

environment-for-assistive-living/164650

http://www.igi-global.com/chapter/image-matrix-based-discriminator/5927
http://www.igi-global.com/chapter/image-matrix-based-discriminator/5927
http://www.irma-international.org/chapter/a-new-swarm-intelligence-technique-of-artificial-haemostasis-system-for-suspicious-person-detection-with-visual-result-mining/164676
http://www.irma-international.org/chapter/a-new-swarm-intelligence-technique-of-artificial-haemostasis-system-for-suspicious-person-detection-with-visual-result-mining/164676
http://www.irma-international.org/article/design-implantable-antennas-medical-telemetry/78550
http://www.irma-international.org/chapter/real-time-recognition-basic-human/39342
http://www.irma-international.org/chapter/intention-based-decision-making-via/75291
http://www.irma-international.org/chapter/a-survey-and-surveillance-issues-in-smart-homes-environment-for-assistive-living/164650
http://www.irma-international.org/chapter/a-survey-and-surveillance-issues-in-smart-homes-environment-for-assistive-living/164650

