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Chapter 1

Application of Connectionist 
Models to Animal Learning:

Interactions between Perceptual 
Organization and Associative Processes
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Cardiff University, UK

Christopher S. Grand
Cardiff University, UK

INTRODUCTION AND SCOPE

Learning can be viewed as an adaptive process that 
allows the melee presented to an animal’s senses 
to be organized according to certain principles 
in the service of that animal’s future interactions 
with the world. Viewed in this light, understand-
ing the principles of learning is a core objective 
for artificial intelligence, ethology, neuroscience 

and psychology. The study of learning in nonhu-
man animals (henceforth animals) has provided 
us with a unique stage upon which to investigate 
these principles in action, under experimentally 
controlled conditions, and at a variety of levels of 
analysis: from molecular mechanisms to behav-
ioural ones. This chapter illustrates how evidence 
from laboratory-based behavioural studies in 
animals can inform our understanding of some 
long-standing issues surrounding the nature of the 

ABSTRACT

Here the authors examine the nature of the mnemonic structures that underlie the ability of animals to 
learn configural discriminations that are allied to the XOR problem. It has long been recognized that 
simple associative networks (e.g., perceptrons) fail to provide a coherent analysis for how animals 
learn this type of discrimination. Indeed “The inability of single layer perceptrons to solve XOR has a 
significance of mythical proportions in the history of connectionism.” (McLeod, Plunkett & Rolls, 1998; 
p. 106). In this historic context, the authors describe the results of recent experiments with animals 
that are inconsistent with the theoretical solution to XOR provided by some multi-layer connectionist 
models. The authors suggest a modification to these models that parallels the formal structure of XOR 
while maintaining two principles of perceptual organization and learning: contiguity and common fate.
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mnemonic structures that underpin learning. Our 
focus will be on configural learning problems - 
problems that require animals to be sensitive to 
the presence of patterns of stimulation as opposed 
to the presence of any individual stimulus. Analy-
sis of the mnemonic structures that underlie an 
animal’s ability to solve such problems has been 
at the heart of debates concerning the nature of 
learning across a broad range of disciplines.

PRINCIPLES OF PERCEPTUAL 
ORGANIZATION AND LEARNING

What sort of principles might underpin how 
information is organized in the service of future 
behaviour? The Gestalt school of psychology 
identified a set of such principles in the context 
of, among other things, perceptual organization. 
According to these principles, things that are 
presented in close temporal proximity will be 
grouped, as will things that are visually similar to 
one another; and the elements of dynamic patterns 
that have a common fate (or move in the same 
direction) will also be grouped (for a review, see 
Wertheimer, 1923). These principles of percep-
tual organization echo the laws of learning from 
associationist psychology (see Warren, 1921). 
For example, for the associationists, temporal 
continuity and similarity were held to influence 
the process of association - influence the strength-
ening of a mental link between the memory of 
one stimulus and another (for a recent review, see 
Hall, 1994). In fact, as Rescorla (1985) has noted, 
Kohler (1947, p. 163) suggested “the association 
of two processes is only the aftereffect of their 
(perceptual) organization.” We shall return, in 
closing this chapter, to the specific suggestion 
that association can be reduced to an aftereffect 
of perceptual organization. For now, it is suf-
ficient to note that the way in which perceptual 
organization and learning interact has been (e.g., 
Gibson & Gibson, 1955; Postman, 1955) and 
continues to be a contentious issue (e.g., Hall, 

Blair & Artigas, 2006; McLaren & Mackintosh, 
2002; Mundy, Honey & Dywer, 2007).

CONTIGUITY, SIMILARITY 
AND COMMON FATE

There is good evidence that temporal proximity 
and similarity are influential parameters in studies 
of simple Pavlovian conditioning: The develop-
ment of conditioned responding during pairings 
of one stimulus with another is often more rapid 
when both stimuli are presented in close temporal 
contiguity (e.g., Schneiderman & Gormezano, 
1964; Mahoney & Ayres, 1976) and when the two 
stimuli are similar to one another (e.g., Grand, 
Close, Hale & Honey, 2007; Rescorla & Furrow, 
1977; Rescorla & Gillan, 1980). That is, the 
Gestalt psychologists’ observations concerning 
perceptual organization find obvious empirical 
analogues in studies of a form of learning that 
has been interpreted in associative terms since its 
original description (see Pavlov, 1927).

The idea that stimuli with a common fate 
will be grouped also finds analogue within the 
associative tradition: Patterns of stimulation (let 
us call them A and B) that have been paired with 
the same outcome come to be regarded as similar, 
and those that have been paired with different 
outcomes become less so (James, 1890). There 
is now abundant empirical support for this basic 
suggestion (e.g., Honey & Hall, 1989; Zentall, 
Steirn, Sherburne, & Urcuioli, 1991). Moreover, 
this process of grouping does not simply reflect 
the fact that stimuli with a common outcome have 
come to evoke the same response (Hull, 1939; 
Miller & Dollard, 1941) or the same associate 
(Honey & Hall, 1989): There is now clear evi-
dence that such effects reflect the fact that stimuli 
that have been paired with a common outcome 
are more likely to be perceptually grouped than 
those paired with different outcomes (e.g., All-
man, Ward-Robinson & Honey, 1994; Close, 
Hahn, & Honey, 2009; Delamater, 1998; Honey 



 

 

12 more pages are available in the full version of this document, which may

be purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/application-connectionist-models-animal-

learning/49227

Related Content

3D Modelling and Artificial Intelligence: A Descriptive Overview
G. N. Marichal, A. Hernández, E. J. González, L. Acostaand J. L. Saorin (2010). Soft Computing Methods

for Practical Environment Solutions: Techniques and Studies  (pp. 64-74).

www.irma-international.org/chapter/modelling-artificial-intelligence/43145

A Formal Knowledge Representation System (FKRS) for the Intelligent Knowledge Base of a

Cognitive Learning Engine
Yousheng Tian, Yingxu Wang, Marina L. Gavrilovaand Guenther Ruhe (2011). International Journal of

Software Science and Computational Intelligence (pp. 1-17).

www.irma-international.org/article/formal-knowledge-representation-system-fkrs/64176

Trends of Educational Informatics in Latin America
Adán A. Gómez, Manuel F. Caro, Angela M. Solanoand Yina M. Vega (2018). International Journal of

Software Science and Computational Intelligence (pp. 80-87).

www.irma-international.org/article/trends-of-educational-informatics-in-latin-america/199018

A Tour of Lattice-Based Skyline Algorithms
Markus Endresand Lena Rudenko (2018). Handbook of Research on Investigations in Artificial Life

Research and Development (pp. 96-122).

www.irma-international.org/chapter/a-tour-of-lattice-based-skyline-algorithms/207201

MCOQR (Misuse Case-Oriented Quality Requirements) Metrics Framework
Chitreshh Banerjee, Arpita Banerjeeand Santosh K. Pandey (2016). Problem Solving and Uncertainty

Modeling through Optimization and Soft Computing Applications (pp. 184-209).

www.irma-international.org/chapter/mcoqr-misuse-case-oriented-quality-requirements-metrics-framework/147090

http://www.igi-global.com/chapter/application-connectionist-models-animal-learning/49227
http://www.igi-global.com/chapter/application-connectionist-models-animal-learning/49227
http://www.irma-international.org/chapter/modelling-artificial-intelligence/43145
http://www.irma-international.org/article/formal-knowledge-representation-system-fkrs/64176
http://www.irma-international.org/article/trends-of-educational-informatics-in-latin-america/199018
http://www.irma-international.org/chapter/a-tour-of-lattice-based-skyline-algorithms/207201
http://www.irma-international.org/chapter/mcoqr-misuse-case-oriented-quality-requirements-metrics-framework/147090

