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ABSTRACT

Job scheduling in grid computing is a very important problem. To utilize grids efficiently, we need a good job scheduling algorithm to assign jobs to resources in grids. The main scope of this article is to propose a new Ant Colony Optimization (ACO) algorithm for balanced job scheduling in the Grid environment. To achieve the above goal, we will indicate a way to balance the entire system load while minimizing the makespan of a given set of jobs. Based on the experimental results, the proposed algorithm confidently demonstrates its practicability and competitiveness compared with other job scheduling algorithms.
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INTRODUCTION

The early efforts in Grid computing started as a project to link supercomputing sites, but have now grown far beyond the original intent. The popularity of the Internet, the availability of powerful computers and the high-speed network technologies as well as low cost commodity components, are changing the way we use computers today. These technology opportunities have led to the possibility of using distributed computers as a single, unified computing resource, leading to what is popularly known as Grid computing.

Today’s scientific problems are very complex and need huge computing power and storage capability. Computational Grids are emerging as a new paradigm for solving large scale problems in science and engineering. A Grid scheduler acts as an interface between the user and the distributed resources hiding the complexities of Grid computing (Abramson, Giddy, & Kotler, 2000; Buyya, Abramson, & Giddy, 2000). It is also responsible for monitoring and tracking the progress of application execution along with adapting to the changes in the runtime environment of the Grid, variation in resource share availability and failures. A Grid scheduler balances the entire system load while completing all the jobs at hand as soon as possible according to the environment status. The existing job scheduling algorithm such as First Come First Serve (FCFS), Shortest Job First (SJF) may not be suitable for the grid environment. These algorithms seize a lot of
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computational time due to soar waiting time of jobs in job queue reducing the entire system performance (Somasundaram & Radhakrishnan, 2009; Yan, Wang, Wang, & Chang, 2009).

The users who interact with the Grid can manually assign jobs to computing resources in grids. Thus, grid job scheduling is a very important issue in Grid computing. Referring to the Berkeley Open Infrastructure for Network Computing (BOINC, 2009) project, we will find out an open source platform for volunteer computing and grid computing. Here, job scheduling is one of the most important key factors for achieving Teraflops performance (Kondo, Anderson, & McLeod, 2007). We can also notice that grid scheduling concentrates in improving response times in an environment containing autonomous resources whose availability dynamically varies with time. The Grid scheduler has to interact with the local schedulers managing computational resources and adapt its behavior to changing resource loads. Thus, the scheduling is conducted from the perspective of the user rather than that of the system. Because of its significant importance many job scheduling algorithms for Grids have been proposed in order to obtain a load balancing distribution of processes to computational resources, but open issues still exist (Boyera & Hura, 2005; Buyya, Cortes, & Jin, 2001; Collins & George, 2001; De Ronde, Schoneveld, & Sloot, 1997; Dong & Akl, 2004; Dorigo & Gambardella, 1997; Foster & Kesselman, 2003; Maghraoui, 2006; Nabrzyski, Schopf & Weglarz, 2004; Salari & Eshghi, 2005; Karatzas & Hilzer, 2003; Sonmez & Gursoy, 2007). When things come to practice it is impossible to find a tool for the automatic load balancing of a parallel distributed application.

A Grid scheduler differs from a scheduler for conventional computing systems in lack of full control over the grid because the local resources are in general not controlled by the grid scheduler, but by the local scheduler. Also, the Grid scheduler cannot assume that it has a global view of the grid. Therefore, the demand for scheduling is to achieve high performance computing. The heuristic algorithm Ant Colony Optimization (ACO) with efficient local search can be a useful tool for finding an optimal resource allocation for specific job (Dorigo & Blum, 2005; Lorpunmanee, Sap, Abdullah, & Inwai, 2007). This minimizes the schedule length of jobs. Many research projects, which are concerned with load balancing techniques, use ACO to solve NP-hard problems (Dorigo & Gambardella, 1997; Salari & Eshghi, 2005; Zhang & Tang, 2005).

This article applies the ACO algorithm to job schedule problems in Grid computing. The resource scheduling in Grid is a NP complete problem. We compare the proposed ACO algorithm with various algorithms which have been designed to schedule the jobs in computational grid. The next step is to compare the proposed ACO algorithm with the most commonly used algorithms. The goal of this work is to describe the methodology and to define the required parameters according with the experimental results and thus to make use of real measurements which show that the proposed ACO is capable of achieving system load balance better than other job scheduling algorithms.

In the following, we will provide the details of related work about various kinds of ACO algorithm and job scheduling in grids. Also, we will describe the methodology, the design and the analysis of the proposed ACO algorithm in job scheduling. Finally, the experimental results are indicated through the simulation model which shows the performance of the proposed ACO compared with others job scheduling algorithms.

RELATED WORK

The ACO has become a very popular algorithm in solving grid scheduling problems. (Du et al., 2008; Lorpunmanee et al., 2007; Thangavel, Karnan, Jeganathan, Petha, Sivakumar, & Geetharamani, 2006). The ACO method is used to refer to the class of algorithms that are inspired in the process of foraging for food by natural ants for the optimization of hard-to-solve problems. ACO algorithms show swarm
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