ABSTRACT

Conversational agents that display many human qualities have become a valuable method for businesses to communicate with online users or to supply products, to help with online order processes or to search the web. Gaming industry and education may benefit from this type of interface. In this type of interface, users could have different alternatives: text display, photo of a real person, or a cartoon drawing and others. This is an exploratory study that reviews five randomly chosen conversations that an animated chatbot has with web users. The character simulates human gestures, but they are stylized to reproduce animation standards. The goal of this exploratory study is to provide feedback that will help designers to improve the functionality of the conversational agent, identify user’s needs, define future research, and learn from previous errors. The methodology used was qualitative content analysis. The results of the study suggest improving the flexibility of the conversational agent, and reducing repetitions in the interaction.

INTRODUCTION

For today’s online business whether selling a service or a product, the main goal of online web sites is to keep its users at the site as long as possible. As an interface, a conversational agent has to offer some features to maintain the audience interested. Concerns about agents’ body design and personal sociability have become obvious. Users may favor an interface that suits their own personality. They also may be more predisposed in an animated exchange with an agent if the character’s voice matches content tone with gesture that complements the context.

Animation synthesis procedure permits to create through numerous randomly interconnected cycles a dynamic web based agent. Nadia (http://CLONE3D.com), a conversational chatbot, was developed by the third author, and it is a human like agent able to perform dialogues with users by “comprehending”, generating phonemes with automatic lip-sync, and expressing body language, including body movements, hand actions, and facial gestures. The lighting of the virtual agent is practically naturalistic and uses conventional illumination techniques (See Fig. 1).

The design of conversational agents has to face a set of challenges: promote trusting relationships with their audience (Cassell and Bickmore, 2003), body language matching (Cassell and Bickmore, 2000), ability to communicate in different languages, and adapt to different cultural contexts. An intelligent real-time 3D artificial agent unlocks additional opportunities for computer mediated communication. The facial expressions in the agent are critical in a dialog and could be used with hearing-impaired audience (Massaro, et al., 2001). The goal of this exploratory study is to provide feedback that will help designers to improve the functionality of the conversational agent, identify user’s needs, define future research, and learn from previous errors.

DESIGN

Actions of the character are conceived to replicate human gestures, but behaviors are stylized to replicate animation standards. This design style builds a friendly web environment with web audience. The character employs AIML, Artificial Intelligence Markup Language, the Generation 4 Player, and Automated Personality Tool Set. Generation 4 is a player that simulates fluid full-body movement, mass and reactive actions, body tissue, gravity, and realistic physical responsiveness. The principles that guide the general design come from Lee and Lacey (2003).

The character is shaped with high production attributes in mind. Physical features containing an inner mouth with teeth and tongue, accurate fingers with fingernails and eyes are included in the model. The character also has over 50 facial points assembled into her expression database. These points are utilized to produce both a set of visemes, a basic unit of speech in the visual domain, to match phonemes for accurate lip-sync, other vocalizations, and present emotional changes in the facial expressions. Nadia’s body features were developed for users’ interest. The character is appealing, smart, young, female character, which is a standard method used in caricature projects. For Nadia, the design target is to create an appealing, smart, young, female character, which is a standard method used in the development of female characters for broad appeal. To compliment the physical design, the personality is provided by ALICE bot, and its knowledge base was modified to answer with jokes by a process of trial and error.

TECHNICAL ENVIRONMENT

Haptek supplies a 3D player that is mostly employed to produce the character’s movement. This technology can connect the model to a skeleton and provide method for correcting volume problems that appear when the character’s extremities are in action. However, it does not have a simple approach to improve the model and re-skin the geometry to the skeleton. It has a pipeline for importing motion captured from the current skeleton, but export tool does not export it. The bone framework is used to have an easy method to incorporate skinning techniques. The Haptek player’s toolset is hampered by its incapacity to supply the correct adjustments for the characters body, its poses, and mass volumes.

Currently the ALICE, an open source chatbot technology used for the verbal/text based responses, is limited by the amount of content that the knowledge base has. The knowledge base can be quite large and needs to address the questions and issues the user would have to develop an interesting character. ALICE knowledge base was modified to provide jokes to user by trial and error.

PROJECT GOALS

The primary objective was to develop a project called Artificial Comedy. A number of other characters are to be developed with the goal of building a set of perform-
ers: actors, singers, comedians, and other entertaining characters. Each one would have their own environment and friends. These environments would become part of a collection of bizarre expressions and comical performances of representative characters and circumstances. Exploring the exchanges these avatars have with online users will help in fine tuning their design.

RESEARCH DESIGN

Visitors

Authors could not identify who specific visitors were or population demographics, but from the server statistics some information was gotten such as top referring sites, visitor’s country, queries visitors utilized to search.

According to the server statistics visitors who have requested files had come from the following domains: .au (Australia) 0.88 %, .ca (Canada) 1.34 %, .com (Commercial) 30.46 %, .de (Germany) 2.48 %, .edu (USA Higher Education) 0.77 %, .fi (Finland) 0.77 %, .fr (France) 1.85 %, .it (Italy) 1.70 %, .net (Networks) 26.84 %, nl (Netherlands) 6.62 %, pl (Poland) 1.12 %, uk (United Kingdom) 1.12 %, [unresolved numerical addresses] 15.20 %, Others 8.77 %.

The words people used in search engines to find the site in the last seven days: 3d 1.80 %, animated 0.20 %, artificial 3.51 %, character 0.60 %, characters 1.20 %, chavez 0.10 %, clone3d 0.20 %, download 0.30 %, girl 43.69 %, haptek 1.10 %, intelligence 0.30 %, mark 0.10 %, stories 0.30 %, time 0.20 %, virtual 40.58 %, virtualgirl 1.10 %, not listed: 1,124 search terms 4.71 %.

RESULTS

Topics Addressed in Dialogs by Visitors

One user had an illogical conversation with correct grammar in general terms and no spelling mistakes. Other asked for obscene expressions and jokes, and another required affectionate conduct from the chatbot.

One user tested the factual knowledge the agent posses and focus his questions on literature. He asked about who Mark Twain was, who wrote Tom Sawyer and his nickname, Philip K. Dick, a science fiction writer, and other questions. The same user tested the agent’s analytic aptitude in Mathematics: the ability to solve equations, the Riemann hypothesis, and the demonstration of last Fermat’s theorem.

Conversation four lasted 43 hours and 42 minutes from June 1st to June 3rd, 2006. Visitor one was making a significant effort to maintain the dialogue flowing and help its visitors, how well it “comprehended” visitors’ contributions, how it managed imprecise input, et cetera.

Categories Developed

The categories arose from the agent perspective, its specific behaviors and answers during its dialogs. The sample of users is not necessarily representative of the population. The creation of these categories follows an inductive process typical of content analysis. Each author did the analysis independently, met, and achieved consensus over the final categories. The categories developed were the followings:

Ambiguous Input - Answers to short expression without context;
Bot Talking - agent talking like machine;
Complements - Answering and providing complements;
Greetings & Bye - Welcoming and saying good bye;
Help - providing information and suggestions offered by the agent;
Insults - Answering insults;
Intelligence & Knowledge - Factual knowledge and pseudo - analytical abilities;
Jokes - Agent humor;
Leading Comments - Agent answers guide the user to some topics;
DISCUSSION
Some operational troubles in the agent are interconnected. When a user brings in ambiguous inputs in the conversation, the agent becomes "confused". It does not have explicit context to maintain an articulated dialog. A dialog needs at least two parties, but the user may not intend to participate in the social exchange. The chatbot can be proactive, offer help and suggestions, and make remarks that may direct the conversation into topics in which it has its main assets. For example, when a user protested about technical troubles, the chatbot offered some recommendations. When the user asked for information, the chatbot answered them to do any of the followings: to check the open directory, answers.com, or to send an email to. Although, this is an adequate alternative, due to the limited amount of programmed answers, sometimes the chatbot sounds reiterative.

Some users deplored chatbot’s lack of functions and repetitive answers. These issues could be solved by providing the agent with a variety of answers, employing the contextual information provided by the user, and improving and handling agent memory. Lack of conversation flow and miscommunication were frequent practice, but not always due to agent problems. Sometimes, the users were distracted. Users became perplexed when the chatbot repeated phrases, providing wrong answers, or not following the dialogue sequence.

In general, the chatbot is polite, and it can compliment users. At the same time, it is able to receive compliments graciously, but sometimes it answers with similar phrases, which could make the communication tedious. It is capable to respond some offences, but not all of them. The chatbot present a dual behaviour, sometimes it expresses clearly that it a conversational agent to the user, but not always. One of the most critical difficulties that users described in the dialogues was the agent voice. At that time in some conversations, not only the voice did not appear natural, but also not as woman speech. This problem was solved, but it generated some confusion in the users.

CONCLUSION
From this research, the authors found out that users in these conversations did not employ the chatbot for humor purposes. Some of jokes the agent can tell may not be adequate for some users, and we will have to find what type of joke visitors would like to hear. The opening and the end of a dialog are important. In the beginning, the chatbot, besides providing its name to the visitor, may provide a presentation about what it is and is capable to do. In that sense, visitors will not have expectations that the conversational agent is not able to perform. Among the areas for improvement are having better welcoming segment, involving more diverse answers, and reducing the length of the goodbye segment when the visitor provide clues that he has to abandon the dialog. Although, miscommunication cannot be prevented, it may be decreased if the conversational agent becomes more proactive and has better logs. The latent technical troubles should be recognized, and the possible answers should be part of the assistance the chatbot provides to its visitors.
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