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AbStrACt
This paper outlines a new approach to computer security using simulation to study 
computer security policy.  We suggest that understanding the interactions between 
humans and information systems is central to creating effective security policy. 
Most previous research has focused on technical issues of system vulnerability 
or computer security tools.  Our approach employs simulation models in order 
to understand how attackers and users react to varying levels of parameters such 
as computer security and system value. 

1. IntroDuCtIon
Computer security is a human-centric problem with humans actively involved 
in both the attack and defense of systems. Consequently, we believe that a new 
approach is needed that places human activity at the center of a model that shows 
trade-offs between human choices as security is varied.

In this paper, we develop a simple economic model to examine interactions 
between users and attackers.  Despite its simplicity, the model is too complex to 
provide clear policy recommendations.  Hence we advocate simulation as a means 
of further study of these systems.  We develop a framework for that simulation 
which should allow managers to experiment with policies before implementation. 
This paper does not provide simulation results as we do that elsewhere (Pendegraft 
and Rounds 2006, Pendegraft, Rounds, and Frincke 2005) and is intended as an 
apologia for the approach.

Subsequent sections of the paper cover some background (Section 2), our model-
ing approach and background on users and attackers (Section 3), and research 
agenda (Section 4).

2. bACkgrounD
The security literature has grown significantly in the last decade.  However, the 
focus of most researchers has been on technology: intrusion detection, encryp-
tion, system management, etc.  There has been relatively little discussion of the 
behavior of the humans involved or of the interactions between them.   Even 
Saltzer and Schroeder (1975), who recognize that humans play a role, focused 
on the technological issues of security rather than the interactions of the system 
with its users and attackers.  

Security imposes a cost on the user.  According to Sasse et.al (2001) and Sasse 
(2003), complex multiple passwords are beyond the capability of human memory.  
This increase the need for user support which imposes further costs. Fixes to 
this problem, i.e. writing down passwords or automated password retrieval have 
security and cost issues of their own.  These issues have not received enough 
attention from the security community.  Recognizing the cost of security, many 
firms engage in cost benefit analysis of security measures before imposing them 
(Gordon et.al. 2006), 

There is a considerable literature examining the impact of system quality on user 
behavior which supports our belief that system value increases use. The Tech-
nology Acceptance Model (Davis 1989) offers a means of analyzing the impact 
of ease of use upon usage.  The IS Success model (ISM) explicated by DeLone 
and McLean (1992) includes constructs of information and system quality and 
posits that system and information quality lead to increased user satisfaction and 
increased use which in turn leads to net benefits.  DeLone and McLean (2003) 
recently revised that model to expand measure of quality to include service qual-
ity and to explicitly include a feedback loop from net benefits to intention to use.  
Wixom and Todd (2005) recently integrated the two models and their results 

suggest that there is a link between system and data quality and the one hand 
and system usage on the other.  Zhu and Kraemer (2005) argue that firm value is 
increased by IS usage in E-business applications.

3. MoDelIng ApproACH
3.1. preliminaries
Our research uses an economic point of view rather than that typical of the com-
puter security literature.  In the economic analysis if crime typified by Becker’s 
landmark work (1968) a system of equations is developed which describes in some 
aggregate way the behavior of criminals.  Block and Heineke (1975) extend that 
work to consider the labor cost incurred by the criminal.  

This approach focuses attention on societal value using a utility function about 
which only limited assumptions are made.  In our context this translates to looking 
at system value rather than maximizing security or minimizing attacks.  It also 
translates into response functions which are inherently inexact.  Such ambiguity 
is seems inherent in the approach.  For example Block and Heineke (1975, p315) 
use one term to represent the “failure, capture, or arrest rate” with criminal be-
havior.  While the ambiguity is unfortunate, it does focus attention on aspects of 
the problem that are not well understood and therefore suggests fruitful avenues 
for future research.

In the next section we develop a simple two player model patterned on Becker’s 
economic analysis of crime. As will be seen the model becomes very complex and 
is inherently static.  In response, we will argue for simulation as a preferred mode 
of inquiry.  Simulation offers the addition advantage of allowing us to investigate 
non linear behavior.  Given the apparent interaction between users and attackers, 
it seems likely that computer security will have non linear interactions.  

3.2. economic Model
We assume that users and attackers both are motivated by the current value of 
the system and by the current level of security. We also view the problem of IS 
security as essentially dynamic, that is, we assume that the behavior of the system 
over time is of interest; hence we use time as an independent variable.  

We adopt the following notation.

U  : level of use by user       =U(V,S)

A  : level of attacks    =A(V,S)

V  : current value of the system   =V(T)

S  :  current level of security   =S(T)

T  :  time

We assume that these functions are sufficiently well behaved that we may deter-
mine their derivatives.   We will use the following notation:  X’  = dX/dT and Xy 
will be the partial derivative of X with respect to Y.  

We calculate the time rate of change of each player’s action:
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At equilibrium these must both be 0 so we have
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Now this means that dV/dS > 0 in two cases.

1.  Uv>As and Us<As
2. Uv<As and Us>As

Since Uv >0, Av >0, Us <0, and As <0, this gives

Us < As  <  0   < Av  <  Uv

As < Us  <  0   < Uv  < Av

We take the second to be the more common situation.  In that case, attackers are 
more sensitive both to the value of the system and to the security level.  There is 
a possible policy implication here, in that if neither of these conditions obtains, 
addition security may be counter productive.  

Now we extend to consider a dynamic model.  First consider the case where the 
security policy is static, i.e.

0=
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Since we have assumed the first term positive, this means A’ has the sign of Vt.  If 
we allow dynamic security, then A’=AvV’ + AsS’.  Since As <0, S’ >0 will cause 
a reduction in A’  (Note that it does not directly affect A, rather the time rate of 
change of A.)  This suggests the following policy:

If A’>0 then increase S (ie make S’>0)

If A’<0 then decrease S (ie make S’<0)  This follows since it will apprarenlty result 
also in increased usage which is assumed to be a good thing.

Now, it seems reasonable to assume that V’=V’(A,U,V).  In particular, we as-
sume that 
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 indeterminate in sign.

The attacker’s problem is now

( )ASV
A

Max ,,

And the user’s problem is 

( )USV
U

Max ,,

Block and Heineke‘s analysis follows these lines for only the attacker, and leads to 
results of limited utility for our scenario.  Their results apply at equilibrium which 
seems inappropriate for us and excluding the impact of usage on a system is clearly 
not realistic in our case because it is precisely the use of these systems that makes 
them valuable.  Note also that we are not concerned with the direct interaction 
between user and attacker.  Rather the attacker affects the user only indirectly by 
reducing the value of the system, thus reducing the user’s level of use. 

The net result is that is seems unlikely that the sort of analysis demonstrated 
here will lead to generally useful insights.  It is well know that solving complex 
systems of differential equations is hard, and the standard way to study dynamic 
systems is via simulation. 

3.3. general Simulation Model
Our approach to simulation is consistent with Senge (1990) which in turn drew 
from Forrester’s work at MIT on systems dynamics (1961).  Like the forgoing 
analysis, this approach takes a top down point of view.  

Systems dynamics models use two types of objects: reservoirs and flows.  Reser-
voirs represent constructs whose values change over time, and the flows represent 
changes in the values of those constructs. In effect, the flows are derivatives of 
the reservoirs.  Our modeling tool IThink, (High Performance Systems) converts 
these models into a set of finite difference equations which are solved numerically.   
Our models are simple because as Senge and IThink point out, simple models are 
much easier to understand.  There is also the problem of exploding state space as 
models become more complex. 

The basic model is illustrated in Figure 1.  The main constructs are value, use, and 
attacks. Solid lines indicate a positive or increasing influence; dashed lines indicate 
a negative influence. The model shows that increases in value cause increases 
in use and attacks.  Use increases value while attacks decrease value. Security 
reduces both use and attacks and has a cost (i.e. reduces value).  Enforcement 
acts only against attacks, also at a cost.

3.4. Value and Security
System value is the key parameter in our model.  Previous work (Sasse 2001, 2003, 
Pendegraft and Rounds 2006) has shown that value is a complex parameter. A user 
may assign a value based on the amount of data the system holds and the ease with 
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Figure 1. Value model
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which it can be extracted.   For a customer, the ability to carry out a transaction 
quickly, accurately, and securely may also enter into their view of value. 

Some attackers are motivated by money (Richmond 2004).  An attacker may 
view value as the number of records that can be extracted for sale.  An attacker 
with a political agenda may care more about the identity of the system owner 
than the intrinsic value of the data.   Clearly a major item in our agenda will be to 
clarify the aspects of system value that drive human behavior. In some sense, this 
extends the work of Jonsson and Olovsson, (1997) and relies upon the definition 
of information system value (Walters and Lancaster 1999).

Similarly, our notion of security is simple. We model security as a single parameter 
ranging from 0 to 1 reflecting a completely open system to one which is inacces-
sible.  Like value, security is multifaceted and clarifying what security is must 
be an essential item in our agenda.  

3.5. Impact of Security and Value on Behavior
We model the impact of security and value on attackers and users as S shaped. While 
there is some support for this idea in the error detection literature (Yamada, Ouba, 
and Osaki, 1983) it remains to confirm the idea experimentally.  Figures 2 and 3 
illustrate this postulated behavior.  Figure 2 illustrates the idea that use and attacks 
increase with increasing rate at low levels of value, and then with decreasing rate.  
Figure 3 shows use and attacks decreasing slowly with increasing security at low 
levels of security, and then decreasing rapidly, and finally decreasing at a reduced 
rate.  Note that we do not assert (nor believe) that these curves are identical for 
users and attackers, rather that they have the same general shape.

For the purposes of this research we model attackers as rational criminals with a 
common response curve.  While there are many sorts of attackers this simplifica-
tion makes the results much more understandable.  We base the rational activities 
of our attacker upon the economics of criminal activity (Becker 1968). Finally, 
it is clear that attacks on a system reduce its value.  While firm value is only part 
of our notion of value, there is evidence that firm value can be reduced by cyber 
attacks (Garg, Curtis, and Halpner 2003;  Miora and Cobb 1998;   Saita 2001, 
Olavsrud, 2001).

3.6. Enforcement and Security
We understand security to be actions which reduce the likelihood of success 
and severity of attacks. We also understand that security imposes costs on users.  
Enforcement includes active steps taken to reduce the number of attackers.  It 
includes law enforcement and actions taken by targeted companies.  

Traditional law enforcement has not been especially successful in dealing with 
cyber crime, (Jayaswal, Yurcik, and Doss, 2002) and may impose additional costs 
on the victims. Department of Justice’s (2002) guidelines call for seizure of the 
victim’s hardware under certain circumstances hardware seized from the victim 
is reclaimed only with much difficulty (Holtzman 2003). 

There are reports that some firms have engaged in direct efforts to retaliate against 
hackers and reduce their numbers. (Schwartau 2000, Radcliff 2000, Thayer 2005).  

There are a number of products available to facilitate counterattacks (Farber 2002, 
Secure Computing 2005).  

4. CONCLUSION AND FUTURE WORK
Despite increasing expenditure on computer security computer crime continues 
to be a problem.  The traditional computer security literature focuses on technical 
issues.  We have developed a complementary point of view which emphasizes 
system value and the interactions between the system and its users and attackers.  
We continue to examine these questions via simulation.  

We have made a number of simplifying assumptions.  Clearly these are open to 
challenge.  To validate and expand our models some of these assumptions will 
require experimental examination of some issues like the response of attackers 
and users to changes in system value and security.  Our goal, as described in our 
introduction, is to focus on interactions in hopes of gaining new and interesting 
insights into the security problem.   We hope that other researchers will find these 
questions interesting and join us in our efforts to investigate them.
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