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AbStrAct
Scheduling is a very important part of the planning phase of project management. 
But the fact that it is a planning phase process makes it susceptible to uncertainty. 
This paper discusses uncertainty at different phases in project scheduling and then 
provides a method for handling uncertainty at the planning phase. We consider 
the project-scheduling problem with multiple resource constraints, discuss the 
uncertainty involved in the activity duration and its effect on the schedule. We 
propose a priority rule for a new schedule generation scheme, which takes care of 
the criticality of the activities and the randomness involved in the current and future 
activities. The method is demonstrated on a problem taken from the literature. 
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1. introdUction
Scheduling is a decision-making process, which plays a crucial role in manufacturing 
as well as service industry. Scheduling mainly concerns the allocation of limited 
resources to jobs over time. This decision problem exists in lots of manufactur-
ing and production systems as well as most of the information-processing units. 
According to the Project Management Institute (PMI) scheduling software is a 
“run-the-business workhorse” in many companies and it may improve success 
rates for them by up to 20% (Essex, 2005). 

Several methods have been proposed for solving scheduling problems. These 
methods take the values of some parameters (such as resource and time required 
to complete each activity, available resources etc.) of the problem as the input and 
generate a schedule for the problem. In most of the cases, the parameters of the 
projects are estimated based on the domain knowledge and past experience of the 
manager. So there is some amount of uncertainty embedded in these estimates. 
The uncertainty can be at two levels:

1. At the planning level when the manager may not be very sure about the 
estimates of the parameter itself and

2. At the implementation level, when the manager gives a deterministic estimate 
of the parameter, but they change while executing the schedule.

In the first case the nature of the manager defines the type of input to the problem 
to a large extent. For example when the manager is risk averse, she would not be 
willing to give a deterministic estimates for the parameters. Therefore, she can 
either chose to give a vague estimate (for example a fuzzy number) or a random 
estimate or she may use some other measure, which represents uncertainty. In 
the second case the schedule, which was developed using the estimated values, 
becomes inefficient which leads to rescheduling the project several times. So a 
schedule, which is robust enough to take care of these changes to some extent, 
should be a preferred schedule. This paper is focused around the first aspect of 
uncertainty discussed above and discusses it for project scheduling problem.

The Resource Constrained Project Scheduling Problem (RCPSP) has been ex-
tensively studied in the literature. There can be different objectives of a project-
scheduling problem, but minimization of project completion time is one of the 
most important objectives of a project-scheduling problem (Schonberger, 1981; 
Willis, 1985; Ulusoy and Ozdamar 1995). If we solve the problem considering 
this objective, time required by each activity becomes a very important input that 
is estimated based on past data and the experience of the project manager. So, 
activity duration estimates are susceptible to uncertainty.

The project-scheduling problem under resource constraints has been studied to a 
large extent but the literature is the field of scheduling with uncertainty is scarce 

(Demeulemeester and Herroelen, 2002). The research in this field can be classi-
fied into three main sections: criticality indices of activities and paths, probability 
distributions related to activity times and scheduling of activities. The criticality 
index (CI) of an activity is defined as the probability that the activity will be on the 
longest path (Dobin and Elmaghraby, 1985; Bowman 1995; Cho and Yum, 1997; 
Elmaghraby et al., 1999). A detailed discussion on this topic has been provided 
in the review paper (Elmaghraby, 2000). The second topic of discussion in this 
area is the probability distribution of the activity and project completion time. 
The basic assumption of PERT network is that the activity time follows a beta 
distribution (Malcom et al., 1959). Ginzburg (1988) suggested a new measure for 
the mean and variance of the distribution for activity duration

The third area is scheduling of activities under uncertainty (Malcom et al., 1959; 
Schmidt and Grossmann, 2000; Pontrandolfo 2000). But very few studies con-
sidered resource constraint. Ginzburg and Gonik (1997) have proposed a simula-
tion-based heuristic to solve the problem. At every decision point, they run the 
simulation to find out the criticality of each activity and then use a heuristic to 
allocate resources to activities. Their main concern was that the decision taken at 
a point is not only dependent on the past decisions taken, but also are dependent 
on the future decisions. So, at each decision point they run the simulation to find 
out the probability of a particular activity lying on the critical path. This repetitive 
process makes the method cumbersome and time consuming.

In this paper, we propose a heuristic method to solve the project-scheduling 
problem with multiple resource constraints, which has random activity duration. 
This method takes care of the concern of Ginzburg and Gonik (1997) without 
getting into a time consuming and cumbersome job of repetitive simulation. The 
heuristic proposed in this paper is a non-recursive method and gives an efficient 
solution to the problem. We use three different distributions (uniform, normal and 
beta) to model the uncertainty in the activity duration. We use a problem from the 
literature (Ginzburg and Gonik, 1997) to demonstrate our method.  

The rest of the paper is structured as follows. In the next section we introduce 
the notations used in this paper and then we explain the problem in section 3. We 
discuss the proposed heuristic in section 4 and use that to solve a problem taken 
from the literature in section 5. Finally, we discuss the results, future research 
directions and then we conclude.

2. notAtionS
aj Optimistic time required for activity j.
bj   Pessimistic time required for activity j.
σj The standard deviation of time for activity j. 
j  Activity number of the project. j  = 0, 1, 2, 3, ..., N + 1, where 0 and N+1 are 

dummy start and dummy end nodes respectively
tj Duration of activity j, a random variable
Mj Maximum remaining path length of activity j, a random variable.
Aj Set of activities on the path of maximum length starting from j 
A0 Set of activities on the critical path
Sj  Net standard deviation of the path associated to Mj. ∑

∈

=
jAk

kjS 2s for all 
activities on that path.

rjk Renewable resource of type k required to perform activity j. k = 1, 2, 3, ..., 
K.

Rk Total available resource of type k.
T Project completion time without resource constraint. This is the critical path 

length of the project based on the expected value of the time taken by each 
activity.

S Standard deviation of the critical path. ∑
∈

=
0

2

Ak
kS s for all activities on the 

critical path.
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kR  Minimum resource of type k required to complete the project in time T as-
suming no other (K – 1) resource constraints.

Tk Time taken (based on the expected value of the activity time) to complete 
the project considering only the kth resource constraint and no other (K – 1)  
resource constraints.

i Cycle number of a decision point. A decision point occurs either at the beginning 
of the project or when at least one of the running activities is completed.

Rik Resource of type k available at cycle i.
Ci The set of activities which are ready to be scheduled in cycle i. This is the 

set of activities, which satisfies the precedence relationship.
Cim The subset m of the set Ci that can be formed taking as many activities as 

possible without violating any resource constraint. m = 1, 2, 3, ..., M. So, 



M

m
imi CC

1=

=
.

lim Number of activities in the subset Cim .
Zim  The value of SPI (as explained in section 4) of subset m in cycle i

3. problem deScription 
The problem discussed in this paper is of scheduling the project under multiple 
resource constraints with ill-defined activity duration. Most of the time it is 
convenient to estimate the upper and lower bound of the activity duration. Based 
on these estimates, the problem is to find the expected completion time of the 
project. So the problem has the following properties:

• A set of activities
• Random activity duration, which is generated based on the lower and upper 

bounds
• Fixed resource requirement and availability. We consider only renewable 

resources.
• A fixed precedence relationship
• Preemption not allowed
• Objective of minimization of expected project completion time.

A mathematical formulation of the problem, as given in Ginzburg and Gonik 
(1997), formulates it as a stochastic optimization problem, which is a hard problem 
to solve. We propose a heuristic method to solve the problem.

4. tHe propoSed HeUriStic
Now we introduce the heuristic to solve the problem discussed above. This heu-
ristic is based on a priority rule, which gives a priority list of set of activities at 
each decision point. A decision point occurs either at the beginning of the project, 
or when at least one of the running activities is completed, till the last activity is 
scheduled. At every decision point, a set of all activities (Ci) whose predecessors 
have been completed is formed. All possible subsets of this set are formed which 
satisfies the resource constraints. So, at every decision point, several subsets of 
activities compete for the same resource. We decide on the winning subset based 
on the priority rule. A deterministic version of the priority rule has been discussed 
(Bhaskar et al., 2004), but the need of similar measure for probabilistic network 
is evident. We call this priority rule as Schedule Performance Index (SPI). The 
SPI is based on the following important points:

• The objective is to minimise the expected project completion time. So we 
need to take care of the most critical activities. So, we should schedule that 
subset of activities whose criticality factor is highest among all competing 
subsets.

• As discussed earlier, we agree with the concern of Ginzberg and Gonik (1997) 
that at every decision point we need to take care of the randomness of the 
duration of activities that has not yet been scheduled.

• The scarcity of the resources should be minimised. This can be done by 
scheduling, if possible, the subset of activities with maximum resource re-
quirement at the earliest. By doing this we try to avoid any resource crunch 
in the future.

As discussed in the first two points above, we need to incorporate the criticality of 
the activities in SPI. The criticality factor in our work represents, for each subset 
of activities, its distance from the critical path taking care of the randomness in 
the activity duration. We use the concept of Maximum Remaining Path Length 
(MRPL) (Moder et al., 1983) to take care of criticality. MRPL of a particular 

activity is defined as the length of the longest remaining path starting from that 
activity. This represents, at every decision point, how critical is a particular 
activity. If we add the net variance of the remaining path, it takes care of the 
randomness of the future activities. So, a factor that represents the proximity of 
subset of activities to the critical path, taking care of the randomness of future 
activities, can be given by:

j jM nS
T nS
+

+

Where n is a number representing the weightage given to the randomness of future 
activities. We discuss the effect of n on the final results in the later section. We 
divide the expression by (T + nS) to make the parameter less than 1, as (T + nS) is at 
least as much as the numerator and it remains constant throughout the project.

Now we consider the last point, i.e. regarding the utilization of the resources, dis-
cussed above. We schedule the subset that requires maximum amount of resources 
compared to other subsets. By doing this we minimise the probability of any 
resource crunch in future. This can be measured by the ratio of resource required 
to resource available. So we introduce the following factor in our priority rule:




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It is now a known fact that the complexity of the project scheduling under multiple 
resource constraints is not a linear function of the types of resources we use. So, 
we take the product over the types of resources in the problem.

The factors defined above are the measure of the criticality and the resource 
management of the subsets respectively. These measures are calculated at all 
decision points. So, this gives the local perspective of the problem at the decision 
point. We now introduce some global measures of the problem which remains 
constant throughout the problem and which represents the overall perspective of 
the problem. We have calculated the weight of each resource type in the problem, 
which represent the criticality of that type of resource. This can be given by the 
probability of a resource crunch of that type of resource during the whole time span 
of the project. This can be measured by the ratio of the resource available and the 
resource required to complete the project in the minimum possible time. This ratio 
gives us the criticality of that project. So we use this ratio as the power to represent 
the weight of a particular type of resource. This can be represented as:

k

k
k R

R
p =

Similarly, to measure the overall probability of time overrun as the weight of the 
time factor explained above can be given as follows:

T
T

q kk )(max
=

The value of T and Tk in the above expression is based on the expected value of 
the time taken by each activity.

So, the final expression for SPI, which is used in finding the winning subset, can 
be obtained by combining all these factors and it is represented as:
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kR  and Tk can be calculated using Burgess and Killewbrew Algorithm (Burgess 
and Killebrew, 1962) and Brook’s Algorithm (Bedworth, 1973) respectively. It 
is evident from the expression of SPI that the whole expression becomes zero if 
the resource of one or more type required by the activities in a particular subset 
Cim at any decision point is zero. To take care of these situations, we introduce 
some remedies for this. For any subset of activities, Cim, at a decision point i, if 
one or more resource type (but not all) are not required, then we can postpone the 
activities as discussed above. So in this case where the value of 
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goes to zero, we replace the value by a very small positive real number ∂ (say 0.001). 
Where as in the case where there is no requirement of any type of resource

Now we use the above priority rule (SPI) to develop the heuristic algorithm for 
scheduling the project with uncertain activity times. To find the final schedule, 
we follow the following steps:

• Find the critical path length and the standard deviation of the critical path 
based on the mean of the distribution considered for random activity time.

• Use the Burgess and Killewbrew Algorithm to calculate kR
• Use the Brook’s Algorithm to find Tk.
• Calculate the values of pk and q.
• At each decision point:

• Generate the random variate based on the parameters of the assumed 
distribution. The distributions considered in this paper and its parameters 
have been discussed in section 5.

• Find the activities whose predecessor activities have been completed and 
populate the set Ci

• Make the subsets Cim from the elements of the set Ci , which satisfies the 
resource constraints.

• Calculate Zim for each of these subsets
• Schedule the subset with maximum value of Zim. 

This algorithm takes care of the uncertainties of the activities, which have not 
been scheduled at a particular point in time. Using this algorithm we schedule the 
activities till all the activities are completed and find out the completion time.

 

5. experiment And reSUltS
In this section we test our heuristic algorithm using an example taken from 
Ginzburg and Gonik (1997). The project under consideration has 36 normal and 
two dummy (start and end nodes) activities. These activities require renewable 
resource of only one type. The number of resources available is 50. The details 
of time required to complete an activity, the precedence relationship and the 
resource requirements are given in Table 1. The time required to complete an 
activity is not well known, therefore the optimistic and pessimistic time estimates 
are provided in the data. 

For this experiment, we use three different standard probability distributions to 
generate the project activity duration. The justification of a particular distribution 
for PERT type of network is outside the scope of this paper.  The distributions 
used in this study are:

1. A beta distribution in the interval ],[ jj ba ;
2. A uniform distribution with the range ],[ jj ba
3. A normal distribution with mean as 2/)( jj ba +  and variance as

2]6/)[( jj ab −

We generate random variates based on the above distributions and use them as 
the activity durations. To take care of the randomness and to get the average 
characteristic of the solution, we run the algorithm for 1000 times for each dis-
tribution and take the average of those 1000 runs as the project completion time. 
The results for different n are given in Table 2. The average project completion 
time for each run is rounded off to the just higher integer in case of non-integer 
completion time. But the average completion time, which is stated below, is the 
exact average of those integer completion times.

The results stated above gives the expected completion time of the project and 
they reveal lots of interesting facts. The expected completion time in case of beta 
distribution is less than that of other distributions. So, the assumption of a beta 
distribution gives an optimistic estimate of the completion time compared to 
other distributions. As we increase the value of n, the completion time increases 
in most of the cases because the value of n represents the weightage we give to 
the randomness of the future activities. So, higher the weightage given to the 
randomness of the future activities, higher is the time of completion. 

The result gives an indication that for higher value of n, the chance of completion 
of the project within the estimated time should be higher. We try to analyze this 
observation by doing one more experiment. For each distribution we calculate 
the project completion time by taking the µj + nσj as the deterministic activity 
duration of each activity and used the proposed method for scheduling. We 
calculate the number of instances of project (in case of random activity times) 
where project completion time lies within the time estimated by the deterministic 

Activity no. (j) rj aj bj Successors
0 0 0 0 1, 2, 3, 4, 5
1 16 40 60 6, 7
2 15 35 70 10, 11
3 18 25 35 12
4 19 30 45 13
5 10 26 33 14
6 18 9 15 8, 9
7 24 38 50 27, 28
8 25 10 18 26
9 16 16 24 27, 28
10 19 30 38 17, 18
11 20 18 22 26
12 18 25 32 24, 25
13 15 31 45 17, 18
14 16 58 78 15, 16
15 17 35 45 20, 21, 22
16 19 25 35 23
17 21 35 60 19
18 24 30 50 20, 21, 22
19 13 35 42 35
20 16 20 30 33
21 12 14 21 34
22 14 15 20 35
23 16 30 42 33
24 15 28 40 30, 31
25 13 22 28 32
26 14 20 35 29
27 18 16 24 29
28 22 15 22 30, 31
29 10 13 18 36
30 18 27 38 36
31 16 35 55 37
32 17 20 30 34
33 19 25 27 37
34 20 17 38 36
35 15 38 55 37
36 24 12 22 37
37 0 0 0 -

Table 1. Initial data of the test project
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case with µj + nσj. This would give us an indication of chance of completion of 
project within the time estimated by taking µj + nσj as the activity duration. The 
preliminary results show that around 50% of the instances lie within the calcu-
lated time estimate in case of n = 0 for almost all the distributions (in case of beta 
distribution this value was 43%). As we increased the value of n, the chance of 
completion increases. For n = 4, the chance of completion of project was 97.1%, 
97.5% and 95% for uniform, normal and beta distributions respectively. These 
are only indicative results, which show that there may be a relationship between 
the value of n and the probability of completion of project within some time. A 
theoretical study in this regard needs to be done and we consider it as an interest-
ing area for future research.  

6. conclUSionS
In this paper we have discussed uncertainty involved in project scheduling under 
resource constraints. We have discussed uncertainty involved in the planning as 
well as the implementation phase of the problem and have proposed a method to 
take care of uncertainty in the planning phase. We have proposed a new efficient 
heuristic for project scheduling under multiple resource constraints and random 
activity duration. The heuristic is non-recursive and does not require simulation 
at each decision point. It also takes care of the concern of the researchers that the 
decision taken at any decision point should also be a function of the randomness 
associated with the future activities. The method is tested on a problem taken from 
the literature. The results also show that beta distribution, compared to the other 
two distributions, gives an optimistic measure of project completion time. In this 
work we have considered randomness only in activity duration.

This work can be extended in two directions. The result shows that the project 
completion time increases with increase in the value of n. It would be interesting 
to find out the exact value of the probability of completion of project as a function 
of n. Finding the most appropriate probability distribution or even a bound on 
the probability would be of interesting. The second extension can be considering 
uncertainty in the resource requirement and the resource availability as well. This 
study becomes more interesting as it is clear that the uncertainties in resource and 
activity duration are correlated.
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n Uniform Beta Normal
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Table 2. Project completion time for different distributions
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