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ABSTRACT
Students participate in a virtual classroom and interact with the

instructor and other students largely by composing text messages and
replying to others. We propose measurements derived from natural
language processing techniques to evaluate these text messages. Stu-
dents’ performance is evaluated from three perspectives: knowledge
they learn from, effort they devote to, and their participation active-
ness in the class; three measures - keyword density, message length, and
message count, are derived for each evaluation aspect respectively. An
overall performance indicator is computed from the three measures.
The experiment shows that there is a high correlation between the
performance indicator scores and the actual grades. The rank order of
students by the performance indicator score and that by the actual grades
are highly correlated as well.

INTRODUCTION
The advances in information technology and theories in Asyn-

chronous Learning Network (ALN) (Hiltz, 1994) have populated the
online courses. A large number of students complete part of, or even all
their courses through this electronic channel. Many traditional face-to-
face courses also take advantage of the convenience and efficiency of
the asynchronous teaching and learning mode by having an online
discussion tool for communication after class meetings. In such condi-
tions, participants communicate with each other largely by composing
text messages and replying to others. Because of the large volume of the
text messages, it is very costly for instructors to read them to grade
students. An automated performance evaluating system would be a great
aid to instructors.

The resistance to using a computer program as the only judge of
students’ work is well justified, so any automated computer grader should
not be supposed to replace the human graders. The computer grader,
however, could serve as a second grader, and supplement to the judgments
of the instructor, who is usually the sole evaluator in the class. It could
help instructors improve their grading by enabling them to reevaluate
students when disagreements occur.

Using computer programs to grade students’ work has been a long-
time interest to researchers. The idea was initiated back to 1960s (Page,
1966). Recently a few more theoretical models, as well as practical
implementations, have been reported. The results are encouraging, with
the correlation between the computer grader and the human judges as
good as the one between the human graders. However, majority of the
work has been focusing on assessing the quality of individual essays; it
cannot be applied directly to grading students’ online work, which is
accumulative over a semester.

In this paper, we are interested in exploring a new and simple
method to computer evaluating of students’ performance. It measures
a student’s performance from three perspectives: (1) how well, (2) how
much, and (3) how often the student contributes to the class message set.

Three features of the online text messages - Keyword Density (KD),
Message Length (ML), and Message Count (MC), are derived for each
of the perspectives respectively. A linear model is constructed to
calculate the Performance Indicator (PI) score of each student. The
experimental results suggest that the computer grader highly agrees with
the human graders.

The following part of this paper briefly presents related work in
computer aided grading, illustrates our conceptual model in detail,
presents the experimental results, and concludes with our discussion and
future work.

COMPUTER AIDED GRADING
Computer aided grading has been used widely in assessing various

students’ works, such as computer programs (Jones, 2001), prose (Page,
1994), language tests (Bachman et al, 2002), essays (Page, 1995;
Larkey, 1998; Foltz, 1999; Landauer, 2000; and Burstein et al, 2003).
Little work has been reported on grading students’ class performance in
virtual classrooms, therefore, it is worthwhile exploring the possibility
of computer aided grading in this area. In general, essay grading has much
in common with class performance grading, since the objects to be dealt
with are both in text format and are expressed in natural language.

So far, four main streams of computer essay grading have been
proposed in the literature.

The earliest model, Project Essay Grade (PEG) (Page et al, 1966),
extracts linguistic features (known as proxes) from essays assessed by
human judges and uses a multiple regression model to develop an
equation, which is then used to predict the grades of new essays.
Similarly, the second model, E-rater (Burstein et al, 2003), exploits
linguistic features but also document structure features. A statistical
model is built to relate these features to overall writing quality. Another
approach, Latent Semantic Analysis (LSA) model (Landauer et al,
2000), discards all linguistic and structure features, and operates solely
on the content (“bag of words”) of essays. Training documents are
converted into document-term matrixes (known as “semantic space”),
which are then decomposed by using the Singular Value Decomposition
(SVD) technique. An essay to be graded is converted to a vector of words
and compared to all document vectors in the semantic space. The score
of the most similar document is assigned to the essay as its grade. Text
categorization techniques are used for automated essay grading (Larkey,
1998). Different classifiers are trained to assign scores to training
essays. The output, along with the text features, are given to a regression
model, and the equation is used to grade new essays.

Though they are proved to be effective in essay grading, these
approaches are not suitable for our purpose because of the following
reasons.
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• Some of the grading approaches take into consideration the
writing styles, which are not so important in our case. These
approaches do not perform well with short texts (less than 100
words), while short messages are very common in class discussion.

• Essay grading focuses on evaluating the quality of single essays
rather than the messages a student produces during the entire
learning process. Even if the quality of each message could be
correctly estimated, the sum might not reflect the student’s
actual performance, because the content of the messages are not
independent.

• All existing approaches require a large set of training data to teach
the computer system the grading criterion. The training data
could be manually graded essays, or standard materials (e.g.
chapters in a textbook). But human rated training class messages
are expensive and nearly impossible to obtain in our study.

• Most of the existing approaches attempt to assign each essay with
an absolute grade, while in a class, professors are more likely to
grade the students relatively, e.g. by their rank orders.

This paper attempts to explore a new model suitable for evaluating
students’ online performance by analyzing the class text.

THE MODEL
We adopt a hybrid approach by taking account of both content and

text features of the class messages. According to our experience in
teaching online courses, we propose a grading scheme which evaluates
students from 3 aspects: (1) the quality of their class work, (2) the
quantity of their work, and (3) the activeness of their participation.

Appropriate measures for each of the evaluation aspects are
derived from the text messages. They are Keyword Density (KD),
Message Length (ML) and Message Count (MN).

Keyword Density
The number of key concepts a student uses reflects his/her knowl-

edge about the topics in the course. However, it is difficult to define a
fixed set of key concepts for a course, because there are always changes
and updates of the course materials, and different instructors may
emphasize on different aspects too. Therefore, using a fixed set of key
concepts is not feasible. We assume that the key concepts covered in
the current course messages, from both the instructor and the students,
could be seen as a concept space for the course. By comparing the number
of key concepts generated by a student to this class concept space, we
could estimate how well the student does in terms of learning the existing
key concepts.

The evidences from language learning of children (Snow and
Ferguson, 1997) and discourse analysis theories, e.g. Discourse Repre-
sentation Theory, (Kamp, 1981), show that the primary concepts in
text are carried by noun phrases, which, therefore, can be considered the
conceptual entities in text messages. Keyword is defined as a simple,
non-recursive noun phrase. Keyword Density (KD) of a student is the
proportion of noun phrases that appear in the messages generated by the
student. Note that an already-appeared concept term does not expand
the student’s knowledge, so duplicated noun phrases by the same student
are counted only once. It is denoted as
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Where KD
i
 is the keyword density for student i, NNP

i
 is the number

of distinct noun phrases in student i’s messages, NNP
j
 is the number of

distinct noun phrases in student j’s messages, and NNP is the number of
distinct noun phrases in all class messages.

Message Length
The quantity of a student’s work is measured by the length of his/

her messages (ML), which is calculated by counting all the individual
words in the student’s messages. Again, the absolute number is propor-
tioned by the total size, the number of words in the entire class message
set. Let ML
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 be the message length for student i, NW
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 be the number of

words in message j of student i, and NW
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 is the number of words in message

j of student k, ML can be defined as
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Message Count
Message Count (MC) measures how often a student participates in

the class. It reflects the activeness of the student’s class participation.
MC of a student is defined as the proportion of messages that are
generated by the student. MC

i
 is used to represent the message count of

student i.

Performance Indicator
Taking together the three measures discussed above, we define the

Performance Indicator (PI) as
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where PI
i
 is the performance indicator score assigned to student i, and

the coefficients α , β , γ  are the weights of the three measures

respectively. The coefficients are adjustable. Instructors can define the
values by specifying the importance of each of the three evaluation
aspects. For example, if an instructor emphasizes on the quality of
students’ work most, and the quantity least, he might define the weights

as α =3, β =1, and γ =2.

EXPERIMENT
To validate the model, we select 2 courses from the CIS department

at NJIT, one in management domain (C1) and the other in information
science domain (C2). Both courses are supported by WebBoard (http:/
/webboard.njit.edu), an electronic system that allows instructors and
students communicate with each other via text message exchanges
asynchronously. In WebBoard, messages are organized in a tree struc-
ture. Participants can post a new topic in a conference, or reply to an
existing message. The messages are stored in database in HTML format.

A program is written to download the course messages. It simulates
the web browser by sending appropriate HTTP request to the WebBoard
system, and finds information of interests from the returned HTTP
response. The course messages are organized in its original structure, and
other information, such as the post date and the author’s name, is also
saved. The HTML messages are then converted to plain text format,
with unneeded information - message headers, signatures, and quoted
lines, etc. - removed.

The 2 courses differ in their purposes of using the system. In C1,
the instructor gives 8 discussion topics, and for each topic, students have
to respond with an original post and reply to others before the deadline.
The topics are selected to cover the major issues discussed in the class.
In contrast, C2 has only one discussion conference, and there are no
specific discussion topics. Students are encouraged to find interesting
resources to share with the class.  It is used to evaluate students’ online
participation, which is counted as a small portion of the final grades. So,
the actual grades compared to are the overall grades for C1 and the
participation grades for C2.

To calculate the keyword density, we implement a noun phrase
extractor that identifies noun phrases from free text (Wu and Chen,
2003). The counts of individual words and noun phrases for each
message, each student, and the class are computed. Because we do not
know the instructors’ grading preferences, in this study we simply set

all the coefficients α , β , γ  to 1, assuming that they are equally

important, though a more accurate setting would produce better results.
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RESULTS
The PI scores for the two courses are summarized in Table 1.
To examine how well this measure reflects the real performance of

students, we calculate the Pearson product-moment correlation (r)
between the PI scores and the actual grades assigned by the instructors.
The correlation is 0.91 for C1, and 0.86 for C2. According to the reports
from the literature, for various kinds of essay grading, the correlation
between human judges varies from 0.5 to 0.9 approximately. It is
reasonable to assume that the correlation between human judges in class
grading also falls into this range. The results suggest that the computer
grader performs well in terms of correlating with human evaluators, and
the performance indicator reflects the students’ actual performance at
a high degree. Figure 1 shows the relationship between the PI scores and
the actual grades for C1.

Unlike the essay grading approaches, which attempt to assign a
concrete score to an object, our performance indicator score alone
cannot predict the actual grade a student deserves. However, as men-
tioned above, because the PI scores highly correlate with the actual
grades, they do distinguish “good” students from “poor” students. The
rank order of the students by the PI scores would be more interesting to
instructors. We compute another correlation. First, students are ranked
by their actual grades in descending order, and the rank order is recorded
as Rg. Similarly, another rank order, Rpi, is obtained by ranking the
students by their PI scores. The Spearman rank-order correlation
between Rg and Rpi is computed (0.92 for C1 and 0.91 for C2). The
results are shown in Table 2.

The high correlation between the rank orders shows that the PI
scores rank students correctly according to their performance. For
comparison, the two rank orders of C1 are shown in Figure 2.

DISCUSSION AND CONCLUSIONS
Automated student performance evaluation works surprisingly

well. For both the absolute scores and the relative rank orders, correla-
tions between the PI scores and the actual grades are generally high. The
result indicates that a model combining content and text feature analysis
can be used for automated evaluation of students’ performance.

Evidence of the supplementary role of the computer grader is also
found from the experiment. PI scores deviated from the actual grades
may suggest either inappropriate grades, or something special in the
messages, or both. In C2, the PI score of one student is relatively higher

than the actual grade. By reexamining the student’s messages, the
instructor found that the student copied and pasted a long message along
with the source URL from the web without adding personal opinions.
Even though the instructor had encouraged students to share anything
they found relevant and interesting to the class, without personal
opinions and thoughts, the instructor considered this to be less effort.
Therefore, the original grade was confirmed. Having the program
serving as a second grader will help the instructor to capture the outliers,
and to reduce the misjudgment, bias, or errors in grading.

In this preliminary study, only two courses are selected for
evaluation. This limitation prevents the model from being generalized
to courses of other formats and in other domains. We plan to conduct
the experiment with more different courses.

Another research possibility is that, even though we examined the
correlation between the PI scores and the actual grades, the contribution
of individual measures to the PI score is still unknown. The next step
will be exploring the relationship at the individual measure level by
asking instructors their grading preferences, e.g. a=5, b= 3, and g=2 might
mean the instructor would like to give higher graders to students who are
more able to synthesize knowledge learned from the class, rather than
post many short content-poor messages.
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