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ABSTRACT
Rapid advancements in networking and computer technology over recent
years have changed the ways that education can be delivered. “Flexible
learning” is now a reality. Assessment is an important element in the
process of learning, irrespective of the delivery methods involved. Test
methods, such as multiple-choice tests and matching items, enable simple
assessment of a student’s learning by a computer. However, there are
limitations to these methods. Traditionally, essay testing has been used by
educators to assess students’ knowledge, especially within higher
education. This paper examines an automated essay scoring methods
utilizing Latent Semantic Analysis. Computation experience indicates that
a LSA system can be used to automatically score long essays in a higher
education environment. The findings provide an insight into how LSA
works and the problems associated with the application of a LSA model to
essay scoring.

INTRODUCTION
Advancements in technology continuously change our lives. With

the adoption of the Internet  technology, new ways of delivering educa-
tion, such as Web-based flexible learning or e-learning, have been intro-
duced. Assessment is an important part of learning irrespective of the
delivery method. Higher education has traditionally employed the essay
test method for assessment purposes. Ideally, flexible learning for higher
education students should be provided with an automated essay scoring
assessment method.

In this paper, a computer mediated essay scoring method known as
Latent Semantic Analysis (LSA) is discussed and computation experi-
ence on the use of the method is reported.

ASSESSMENTS IN LEARNING ENVIRONMENTS
Teaching and learning can be improved by well-organized assess-

ment. “Assessment is a process that uses information gathered through
measurement to analyse or judge a learner’s performance on some rel-
evant work task” (Sarkees-Wircenski & Scott 1995). Evaluation of
assessment, however, can be affected by a number of factors and there-
fore may contain errors. Educators must be aware of where errors are
likely to occur. Multiple test methods are often used to eliminate the
likelihood of errors.  Due to the ease of implementation, objective test
methods, such as multiple-choice tests, true-false tests, matching tests,
short-answer tests and performance tests are commonly employed on
Web based learning systems to assess student learning. Due to technical
difficulties, essay test methods are often not used. Each objective test
has its own merits but many researchers have concluded that they are
not ideal assessment methods for learning and, in particular, for higher
educational learning.

Yunker (1999) argues that multiple-choice tests tend “to measure
only a very narrow sample of content at a specific point in time and
usually require only superficial recognition of information to answer
correctly”. Oosterhof (1994) suggests that the multiple-choice format
is more suitable for testing the lower cognitive skills. According to

University of Minnesota (1999), “True-False does not provide diagnos-
tic information and is not amenable to questions that cannot be formu-
lated as propositions”. Matching Items are also poor indicators of stu-
dent strengths and weaknesses. Matching items are, therefore, not suit-
able for higher-level students.

Essay Tests
An essay question is best when used to assess a student’s ability to

communicate ideas in writing (Oosterhof 1994). Essay tests can not
only assess student’s knowledge but also their skills in writing, content
structuring, choosing words, and vocabulary. It can also be used to assess
what a student thinks. As essay test format can be adaptable to cater for
various types of higher education and are widely accepted as the best
higher education testing method. Compared with other test formats,
essay tests can provide a better assessment of learners’ competence,
preventing students from guessing correct answers without any knowl-
edge of the topic. According to Landauer et al. (1999), “…grading and
criticizing an essay …….. can be used as a feedback device to help
students improve their learning on both content and the skills of think-
ing and writing”

Curriculum guides often contain complex instructional goals that
students are required to achieve. “Often these complex goals can be
measured with essay questions, which typically require students to dis-
cuss, analyse, compare for similarities and differences, synthesize or
evaluate” (Carey 1994). Under the essay test method, students need to
determine how they will approach a given problem, plan and organize
their responses, and present their ideas.

 Objective tests, such as multiple-choice tests, do not require stu-
dents to handle their responses in the same manner and thus will not
allow the students to demonstrate these capabilities.

However, essay testing has several major drawbacks. Page (1996)
pointed out that essay scoring by humans is expensive, time-consuming
and often unreliable. Fewer questions can be presented in a one hour
exam. This often limits the coverage of the material taught. Scoring can
be affected by, for example, teachers’ standards may shift during scor-
ing, or fatigue may cause lapses in concentration. (Carey 1994)

Automated Essay Scoring
As a result of recent advancements in computer technology, educa-

tors have now turned to computers for help. The easiest way to score an
essay is by matching words in model answers to words in students’ es-
says. However, students’ essays may contain synonyms and homonyms.
Even with all the synonyms and homonyms defined and programmed,
these words do not carry the same meaning under all situations. Com-
puters must define and select the exact meaning of a word according to
the meaning of the sentence or paragraph. For this reason, automated
essay scoring is not as simple as scoring multiple-choice questions.

According to Williams (2001) four commonly used conceptual
models for automated essay scoring are Project Essay Grade (PEG),
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Electronic Essay Rater (E_RATER), Text Categorization Techniques
(TCT) and the Latent Semantic Analysis (LSA) model.

Williams (2001) has tested these essay scoring methods. In terms
of comparison with human markers, E-RATER is the most successful,
followed by LSA, TCT, and finally PEG.

The LSA model is a statistical method for capturing relationships
amongst words that may have semantic significance. It uses Singular
Value Decomposition (SVD). The objective of the method is to identify
a hidden (latent) semantic structure within a given document. This en-
ables two documents to be compared and relative fit to be scored amongst
a set of document.

For this paper, we focused on LSA.

LSA METHOD AND ITS TECHNICAL DETAILS
LSA can be trained on materials related to a topic, for example,

textbooks, articles or lecturer’s note. This result can be represented as
information relating to the essay topic. Students’ essays are compared
against this representation using semantic relatedness. The basic scoring
method is how the measurement of a student’s essay is similar to the
model answer. The degree of difference between the model answer and
student’s essay is converted into a score.

LSA uses the following method:

Figure 1 provides the overview of the LSA method.

Firstly, all text under consideration was converted into a matrix in
which each row stands for a unique word and each column stands for each
document (i.e. term by document matrix). Each cell contains the fre-
quency with which the word of its row appears in the document denoted
by its column. The cell entries may be subjected to a preliminary trans-
formation in which each cell frequency is weighted by a function that
expresses both the word’s importance in the particular document and
the degree to which the word type carries information in the domain of
discourse in general (Landauer et al. 1998).

Next, LSA applies singular value decomposition (SVD) to the ma-
trix. In SVD, the aim is to derive from the “term by document” matrix,
a “pseudos-document” which contains a weighted average of the vectors
of the words it contain. A document vector in the SVD solution is also
a weighted average of the vectors of words it contains, and a word vector
weighted average of vectors of the documents in which it appears. Un-
der SVD a term by document matrix is transformed into three matrices.
The first matrix is for the original row entities, the second matrix is for
the original column entities and the third matrix is for a diagonal matrix
containing scaling values. Using a reduced dimension of these three
matrices, in which the word-context associations can be represented,
new relationships between words and contexts are induced when recon-

structing a close approximation to the original matrix from the reduced
dimension component SVD matrices (Landauer et al. 1998). What LSA
does is eliminate the obscuring “noise”. LSA uses reduced dimensions
that erase parts of the matrix in order to estimate latent semantic
structure. Two dimensions are normally recommended.

Finally, the measure of similarity between two documents com-
puted in the reduced dimensional space is usually, but not always, the
cosine between document vectors in the SVD solution.

COMPUTATION EXPERIENCE
This session presents the results of applying LSA based software,

known as LSI (Latent Semantic Indexing), to automatic scoring of the
actual students’ response to a question in a 1999 examination paper.
The question is drawn from the BUS5150 examination at Monash Uni-
versity. BUS 5150 is a project management subject offered at the Mas-
ters level. The students in the program already have Bachelor degrees in
various disciplines.

The Question And The Response Sample
The question is “Although ISO 9000 standards are now widely

acceptable, it has recently been subjected to a lot of criticism. Describe
the criticism that has been discussed during the lecture.” All (16) stu-
dent answers (essay documents) from the 1999 batch are included for
testing. Length of responses can be classified as long essays. The aver-
age length of the response to the question was 176.5 words.

Human Scoring
Responses to all questions were marked by the lecturer and three

tutors against a model answer and a marking sheet prepared by the
lecturer. All markers have no knowledge of LSA. Table 1 lists the corre-
lations between scoring by individual markers.

Results and Comments
17 documents, which include a model answer, and 16 student re-

sponses, are used in the computation. From the 17 documents, there are
143 unique terms that exclude common words. A 143 C 17 matrix,
representing the relative frequencies at which each term appears in the
documents, was constructed. Singular Value Decomposition technique is
then applied to arrive at three matrixes (see Figure 1):

A 143 C 17 term by document matrix (U)
A diagonal 17 X 17 matrix (S)
A 17 X 17 document by document matrix (Vt)
The matrixes are truncated to remove ‘noise’. Thus, the dimen-

sion of the new matrix will be 2 X 143 matrix (U). The three matrixes
are then multiplied together to get the SVD solution matrix.

Table 2 lists the correlation coefficients between the scoring by
LSA and individual human markers.

The correlation between LSA scoring and the lecturer’s scoring is
0.7993. It means 80% accuracy compared to the lecturer’s marking.
The correlation coefficient between LSA scoring and the average of
three tutors’ marking is 0.7263. According to Table 1, even the corre-
lation of human markings is not perfect. The range of human marking
is between 64% and 87%. It is interesting to note that the range of LSA
against humans is between 56% to 80%. Another point to note here is
that the correlation result in Table 2 also agrees with the experience of
the markers. The lecturer scores the best, while tutor 3 (who has just
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started tutoring) scores the worst. Tutors 1 and tutor 2 have four years
and two years tutoring experience respectively.

FURTHER ANALYSIS

Reduce Dimensions In The SVD Method
LSA uses reduced dimensions technique in which part of the three

matrixes (U,S,Vt) are eliminated in order to estimate the hidden seman-
tic structure. This section presents the analysis carried out to determine
the optimal dimensions to be used. Table 3 shows two row extracts from
the SVD solution matrix (X¢). The two rows list the derived frequencies
of the equivalent terms (Improvement and improvements) against each
document. The first document is the model answer.

The correlation between two terms is derived from the two vectors
obtained using all figures in each row. Table 4 shows the changes in
correlations between terms (equivalent and non-related) and the changes
in the dimension. The vector was derived across all documents against
different dimensions.

From Table 4, it is evident that as more columns are selected, more
‘noise’ will be introduced. Thus two dimensional calculations are the
best fit in this study.

Length Of The Response And Its Score
Table 5 lists the computations result of the LSA on the student

responses.
Document 17 (see Table 5) demonstrated that LSA can generate

abnormal scoring if the essay is extremely short but with the right
terms. This indicates that LSA can establish the hidden relationships
among terms within a document derived from the global relationships
that exists between terms across all documents. This hidden relationship
does not necessarily reflect that the essay contains sentences that are
meaningful to human beings. This also highlights that LSA is essay based
rather than sentence based. This agrees with the finding of Thompson
(1999) and Dennis (2000).

The correlation coefficient of -0.17 between the document word
length and the difference between LSA and human scores (the last two
columns of Table 5) indicates that the length of essays does not affect
the LSA scoring. The correlation coefficient was calculated with Docu-
ment 17 removed.

It is also evident from Document 12 that the amount of terms used
does affect the performance of LSA.

Swapping Of Documents
This section addresses the question “Does the order of essays af-

fect marking?” According to results contained in Table 6, there is no
obvious difference to the scoring after swapping the order of the docu-
ments in which they are inserted into the LSA setting.

CONCLUSION AND FURTHER RESEARCH
The computation experience combined with a literature search

provides the following findings.
• It was found that the range of correlations between LSI scoring and

individual human marking is between 58% to 80%, while the variation
between human markings range from 64% to 87%. Therefore, LSI’s
performance can be comfortably compared to human markings. Fur-
thermore, the result of the correlation between LSI scoring and human
marking indicates that the variation in the difference between LSI
scoring and human markings is related to the experience of the marker
themselves.

• It was established that the optimal number of dimensions that we
should use to truncate the SVD matrixes (U, S and Vt) is two. This
agrees with the recommendation by Landauer (1998).

• It was found that the length of individual student response to a ques-
tion does not influence the relative scoring. In other words, docu-
ments that marked low by humans will be scored low by LSI.

• It can be concluded that the order in which the documents appear on
the frequency of terms by documents (X) matrix have no effect on the
scoring of the documents.

• LSI can generate abnormal scoring if the essay is extremely short but
with the right terms. This also highlights that LSA is essay based
rather than sentence based.

The above conclusions are arrived at from testing using a small
sample size of student responses to a single question. The above findings
may not necessarily be conclusive but do provide an insight into how
LSA works and the problems associated with the application of an LSA
model to essay scoring. The followings are the recommended future
directions for research.
• Further testing using larger samples and more sets of questions should

be carried out to validate the above findings and to identify further
pointers for future research.

• Capabilities to handle syntax, grammar, vocabularies, surrounding word
contexts, as extracted from other models such as E-RATER should be
incorporated into the LSA model.

• The LSA model should be modified such that the hidden structure
identified has sentence based structure embedded. It should also reflect
the relationship between each sentence and paragraph.

• The development of a holistic framework to guide the application of
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the modified LSA model, including recommendations on types of
documents that can be accepted for scoring, a guide on writing the
model answer, a pre-filtering mechanism and a post-validation engine.

• Extension of LSA to examine graph and tables embedded within the
documents.
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