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I. INTRODUCTION
The Range Ecology group of the Department of Agronomy

at the University of Nebraska, Lincoln, has been investigating the
natural re-vegetation of an area previously grazed by cattle. The
primary focus has been how the plants will change and how long
re-vegetation will take. For the purpose of that research, the area
has been fenced for fifteen years since 1981, so cattle cannot get
into the area. During the research, fifteen-year plant community
data were recorded. A tool was needed to enable predictive analy-
sis.

This research evaluated two artificial intelligence approaches
for the predication of ecological plant community succession: ar-
tificial neural networks and knowledge based systems, two of the
most widely used and commercially successful applications of ar-
tificial intelligence. A base prototype for predicting plant commu-
nity succession model was then built.

Section two overviews the two AI approaches evaluated.
Section three describes the ecological application that prompted
this work and the rationale to determine which AI approach to use.
Section four presents a high-level overview of the prototype de-
veloped and the results from training. Section five outlines the
work yet to be done and summarizes the potential impact of this
research.

II. KNOWLEDGE BASED SYSTEMS VS.
ARTIFICAL NEURAL NETWORKS

The main goal of AI is to build systems that exhibit intelli-
gent behavior and perform complex tasks with a level of compe-
tence equivalent or superior to the level currently exhibited by a
human expert [12]. Artificial neural networks have emerged from
the connectionist approach, and knowledge based systems have
emerged from the symbolic approach.

A knowledge based system, also known as an expert sys-
tem, is a computer program that uses knowledge and inference
procedures to solve problems. To solve expert-level problems,
expert systems need access to a substantial domain knowledge base,
need to exploit one or more reasoning mechanisms to apply knowl-
edge to the problems, and need a mechanism for explaining to
users what they have done [17]. Domain knowledge is represented
as a set of production rules [17].

An expert system usually needs to interact with the user, the
environment and other systems such as databases. The input/out-
put interfaces are usually displaying output and receiving input
either from the user or directly from other devices.

Knowledge based systems have been used in vegetation sci-
ence. Loh and Hsieh [8] linked conventional simulation approaches
to a raster-based GIS package and a rule-based expert system shell
to model secondary woody plant succession at the landscape level.

The architecture of artificial neural networks (ANNs) is a
model of the brain’s cognitive process, where the basic units are

artificial neurons. ANNs are trained by “catching” the knowledge
embedded in examples. Once trained, the ANNs can generate cor-
rect output when new similar input data are given.

One approach to make a network intelligent is to store the
“knowledge” in the “synapses,” the weights of the connections
between the neurons. The network acquires knowledge during
“training”. Input-output pattern associations are presented to the
neural network in sequence. The network adjusts its weights to
capture the knowledge embedded in these pattern pairs. Once the
knowledge is present in the synaptic weights of the network, pre-
senting a pattern for input to the network will produce the correct
output.

In many neural network models, learning takes the form of
supervised training. The input-output pattern pairs are presented
one by one to the neural network and the actual output is com-
pared with the desired output.Two-layer networks have only two
layers, an input layer, and an output layer. The relationship be-
tween input and output patterns is linear. Two-layer networks are
limited in that they are not able to learn nonlinear relationships
between input and output patterns.

An additional layer of neurons is added between the input
and output layers, and the activation function is defined for the
hidden-layer neurons to model a nonlinear function.

This additional layer is called a “hidden layer” since it does
not interact directly with the outside. The input layer is made up of
the neurons receiving inputs from the outside. The output layer is
made up of the neurons that receive inputs from hidden-layer neu-
rons and generate the outputs.

The feedforward, backpropagation network is a multilayer

This paper appears  in  Challenges of Information Technology Management in the 21st Century,  the proceedings  of the Information Resources Manage-
ment Association International  Conference.  Copyright © 2000, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.

701 E. Chocolate Avenue, Suite 200, Hershey PA 17033, USA
Tel: 717/533-8845; Fax 717/533-8661; URL-http://www.idea-group.com

ITP4490
IDEA GROUP PUBLISHING



266   •  IT Management in the 21st Century

network with supervised training. A schematic three-layer
backpropagation ANN model is shown in Figure 1.

The backpropagation model presented here consists of three
layers of neurons: an input layer, a hidden layer, and an output
layer. Two layers of synaptic weights exist, one between the input
layer and hidden layer, and the other one between the hidden layer
and output layer. Input data are fed to the processing neurons at
the input layer, signals are propagated through the hidden layer,
and the results of network processing are produced at the output
layer.

Supervised training requires that a set of “good” input-out-
put pattern pairs be used during the training operation. During the
feedforward operation, the input neurons distribute inputs in par-
allel simultaneously to the hidden layer neurons. The output of
hidden units is calculated by applying the activation function to
the net input.

The output is calculated in the same way. When the actual
outputs corresponding to the input pattern of the network are gen-
erated, the errors, which are the difference between the forecasted
outputs and the actual outputs, are calculated. If the error is not
zero, corrections are made in the weights in proportion to this er-
ror. The theory of the backpropagation method involves making
the corrections to the weights from the last-but-one layer to the
last layer first, then using the calculations involved in these cor-
rections as the basis for calculating the corrections for the next
layer back … until the input layer is reached.

The knowledge of a neural network is stored in the weights
of the connections between the neurons. That knowledge is cap-
tured during the training phase, where the feedforward output state
calculation is combined with backward error propagation and
weight adjustment calculations representing the network’s learn-
ing, or training. The goal of the training process is to minimize the
difference between forecasted and actual output value over all train-
ing patterns.

Artificial neural networks have been used in ecological
modelling. Tan and Smeins [19] built a feedforward,
backpropagation neural network model to predict percent compo-
sition of two plants from knowledge of present climatic factors
and species cover. The resulting trained ANN is capable of fore-
casting accurately up to 4 years into the future. The result indi-
cates a potential usefulness of neural network technology for non-
mechanistic modeling in ecological research and management.

III. AN ECOLOGICAL APPLICATION AND
MODEL

Research conducted by the Range Ecology group of the
Department of Agronomy at the University of Nebraska, Lincoln,
investigated whether an area, which was grazed by cattle before,
will cover over with vegetation on its own. If it will, how do the
plants change and how long will it take. For the purpose of the
research, the area has been fenced for fifteen years so cattle can-
not re-graze the area. During the study, plant community data were
recorded.

This research was conducted from 1981 to 1995 at the Na-
ture Conservancy’s Niobrara Valley Preserve. The 12 hectares site
was around a water tank located in a pasture formerly grazed by
cattle. In 1981 the entire pasture containing the study site was ex-
cluded from grazing to form a study pasture.

A grid system consisting of 272 points, with 15 meters be-
tween points, was established in the research site. Each point on
the ground is a 1.5m length of electrical conduit permanently
marked 0.5m from the bottom. Each piece of conduit was driven
into the sand until the permanent mark was level with the current

sand surface level. In succeeding years the sand level was mea-
sured at each point as either erosion or deposition, to the nearest
5mm, then the point reset so the mark was at the current sand
surface level. In 1989 a level circuit was run on all established
points to determine the elevation of each point. Sand erosion and
deposition data was then added or subtracted for each preceding
year to determine the 1980 elevation of the study site.

Each differing plant patch within the blowout is mapped
using the grid points as a guide. Within each of the mapped patches
basal cover is obtained using a 10-point sampling frame. All spe-
cies present within each mapped patch are also noted along with
the dominant plant or plants. Aerial photographs of the blowout
are taken on an annual basis. Starting in 1994 individual species
frequency data was obtained within each mapped patch utilizing a
0.10 m2 square frame. Frames were located by a random pace
method utilizing the points on the ground to keep within the con-
fines of the patch and to avoid any potential edge effects.

In 1992 and 1993 soil samples were collected for soil chem-
istry data. Within the differing mapped patches numbered conduit
were randomly selected. Individual soil samples were then ob-
tained four feet from each conduit, in each of the 4 cardinal direc-
tions. Samples were analyzed for Kjeldahl nitrogen, pH, phospho-
rous, potassium, and organic matter.

The research region then consists of 272 cells with each cell
representing a 15 m x 15 m area, and associated with a plant com-
munity class. Determination of the appropriateness of either an
expert system or an artificial neural network for predicting suc-
cessions of plant communities was evaluated. The expert system
approach was evaluated first.

The first step, knowledge acquisition, was performed by in-
terviewing the domain expert and reviewing ecological journals
about vegetation dynamics such as [1], [4], [5], [7], [9], [10], [11],
[13], [14], [15], [16], [18]. Several interviews were conducted with
the University of Nebraska research technologist to elicit knowl-
edge related to the domain problem, such as the basic progression
of plant communities, sand movement, spatial statistics, and soil
chemistry. This knowledge was used to formulate knowledge rules,
which upon further examination revealed a number of anomalies.
It was difficult for the expert to explain these anomalies.

The impact of expert systems on ecological theory depends
on the degree to which “deep knowledge” (i.e., knowledge based
on first principle rather than on more empirical rules) is used in
formulating knowledge bases [13]. The knowledge associated with
this particular research domain was based on empirical rules, not
deep knowledge. Thus a knowledge based system approach was
not suitable for this particular research. The next step was to evalu-
ate the suitability of an artificial neural network approach. There
were three necessary conditions to be considered for using an arti-
ficial neural network for this problem.

The first necessary condition was that the inputs to the net-
work contain sufficient information relating to the output. In the
class level spatial statistics, the area and the percent composition
of each plant community class for that year were available. The
precipitation of each study year was available too. The informa-
tion relating to the plant community successions was sufficient.

The second necessary condition for using an artificial neu-
ral network approach was that there exist relationships between
inputs and outputs. The succession is a directional cumulative
change in the types of plant species that occupy a given area through
time. The species occupation in a year strongly influences the spe-
cies composition in the coming year. The climatic factors also play
an important role in the growth of plant communities. So, the rela-
tionships between the inputs and outputs exist.
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Fifteen years continuous data recorded about plant commu-
nity changes satisfies the third necessary condition which requires
a sufficient input-output pattern of facts to train the network al-
though it later turned out that not all of this data was readily avail-
able.

Previous research successfully used artificial neural networks
in an ecological modelling application to predict the percent com-
positions of two plants up to four years into the future [19]. It is
possible to take advantage of the ability of a neural network to
learn by examples, store the knowledge into the weights, recog-
nize and generalize from patterns contained in the ecological data.
So, it is reasonable to build a neural network model to predict the
percent composition changes of the nine plant communities.

A model was formulated to serve as the basis for the
plantANN model. This consisted of three primary steps: determine
the outputs, determine the inputs, choose the neural network to-
pology and define its parameters.

The outputs of the plantAnn contain numbers determining
the percentage of the study area for all plant communities. One
goal of this research was to build a base prototype to predict the
plant community successions by predicting what plant communi-
ties will appear in the next coming year, and their areas. Percent-
age of study area of each plant community occupied is examined
instead of the actual area.

The next step is to choose as many input factors as possible
that might be related to the plant community composition changes.
The possible relevant input factors were determined and included
in the model.
1. Current year plant community compositions: The obvious in-

put factors are the current year compositions of plant commu-
nities. These input factors would be the values of percentage of
study area of each class. If a class does not appear in the cur-
rent year, a zero value should be assigned to that input.

2. Previous two years plant community compositions: Changes
in plant community compositions two years earlier may also
have predictive power. Using previous two year data should
increase the number of input factors, but will give a more ef-
fective neural net. These input factors would be the percentage
of study area of each class. If a class did not appear in that year,
a zero value should be assigned to that input.

3. Precipitation: The growth of plants is influenced by the pre-
cipitation. The average precipitation of the current year is in-
cluded in the input factors.

4. Previous two year precipitation: Since the previous two year
plant community compositions were included in the input fac-
tors, the previous two year average precipitation data should
also be included.

5. Temperature: Temperature influences the growth of plants also.
Currently, no data about the temperature is available. If the
temperature data becomes available, it should be included into
the input vector.

Once the expected outputs and input factors were chosen,
the next step was to choose a neural network topology and define
its parameters. To capture the nonlinear relationship between in-
put and output patterns, a multilayer network was needed. A three-
layer network, containing one hidden layer capable of capturing
nonlinear relationships to the required level of complexity, was
chosen.

Once the topology was chosen, its parameters were defined.
In this research, the input layer consists of thirty neurons, contain-
ing the data for the current year precipitation and plant commu-
nity compositions, and previous two years precipitation and plant

community compositions. The output layer consists of nine neu-
rons, which output the prediction for the coming year’s percent
composition of plant communities.

Determination of the size of the hidden layer is generally by
trial-and-error. The heuristic rule is to choose a number between
the number of input units and output units. Initially the number of
hidden layer units was chosen as twenty-five.

The learning rate cannot be determined optimally before the
application is run, but 0.5 is a reasonable first entry [3]. The mo-
mentum term, which is the amount the previous weight change
affects the current weight change, was defined as 0.2. The toler-
ance of this network was defined as 0.1, which means that any
prediction within 10 percent of the desired result was acceptable.

IV. MODEL IMPLEMENTATION AND USE
The artificial neural network model with a feedforward,

backpropagation neural network algorithm was modified from an
existing implementation [3] using Visual C++. The prototype con-
sists of five classes: the vector class, the matrix class, the vector
pair class, the neural network class, and the backpropagation class.

A neural network consists of several layers, each layer con-
sisting of neurons represented as a vector. Floating-point vectors
are used as a “worst case” that can handle any type of vector that
needs to be represented. The member functions of the vector class
consist of the constructor to create objects, the destructor to de-
stroy objects, and a host of arithmetic operators.

The connections between neurons are represented as matri-
ces with two numbers representing the number of rows and col-
umns. In the matrix class, several constructors are provided to con-
struct the matrix object according to different purposes. A destruc-
tor destroys objects, and standard matrix arithmetic functions were
implemented.

 The neural network captures knowledge by learning asso-
ciation between input-output patterns. The vector pair is repre-
sented by two vector objects. Methods are provided for assign-
ment and testing for equivalence. Synapses “is-a” matrix, which
means that synapses is derived from an object matrix.

Besides using vectors to represent neurons in different lay-
ers and matrices to represent synapses connecting neurons, a neu-
ral network must be able to learn examples. It also needs to be
tested from another set of facts, which are not used in the training
phase, and to be run on a set of inputs when it is trained and tested.
The neural network class declares the methods for train, test, and
run. The train method runs a set of presented facts until the desired
tolerance is reached. The test method runs on a set of input facts to
compare the actual outputs with desired outputs and returns a value
indicating the percentage correct of test. The run method will run
a set of inputs and generate outputs from network.

The backpropagation class is derived from the neural net-
work class and inherits the properties of that class. Present in the
backpropagation class are the data and methods unique to
backpropagation.

The neural network implemented needed to be trained first,
so it could perform prediction. The training and testing data were
prepared from the class level statistics and precipitation data. It
included annual information about precipitation and plant com-
munity composition for: bare sand, blowout grass, blowout grass/
sand muhly, perennial grass/sand muhly, perennial grass, new san-
dhill prairie, annual grass, annual/perennial grass, and shrubs.

Once all data were gathered, it was used to train the net-
work. Usually, when a network is trained, the network is ready to
be tested. The test data stored in the test file is sent to the network,
then the actual outputs are compared with the desired output. Only
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the data from 1981 to 1989 were available. Since the data were not
enough for training and testing, testing data were not separated
from training data. As more data becomes available, testing data
needs to be separated from training data.

1985’s, 1984’s, 1983’s precipitation and plant composition
data were used as input data to predict 1986’s plant compositions
(table 1).

The average difference between the forecasted results and
actual results was 0.039, which falls into the tolerance range of
0.1.

There are some possible factors causing the differences be-
tween the forecasted results and actual results of some communi-
ties. One factor is the inconsistency of the data collection process.
Another factor for some communities is the amount of data used
in the training operation may not have been sufficient. Eight years
data from 1981 to 1989 were constructed to make five training
input-output patterns and one running pattern. More data is needed
for the training operation. Temperature also plays an important
role in the growth of plants but was not available.

V. SUMMARY
The Range Ecology group at the University of Nebraska,

was investigating whether an area grazed by cattle, will cover over
with vegetation on its own. If it will, how do the plants change and
how long will it take. Prediction of plant community successions
arose from this research. The purpose of this research was to evalu-
ate the knowledge based and artificial neural network approaches
in this ecological application and build a base prototype for pre-
dicting plant community succession.

Initially, knowledge based systems and artificial neural net-
work technologies were reviewed and evaluated with regard to
this ecological application. A knowledge based system approach
was not suitable for this particular problem because of the lack of
deep knowledge. Artificial neural networks use supervised train-
ing to capture embedded knowledge from the facts used in train-
ing operations. It was determined reasonable to use artificial neu-
ral network technology to solve this problem.

A base prototype model for predicting plant community suc-
cessions was built. The outputs of the neural network model con-
tained the percent composition of plant communities. The inputs
of the neural network model contained the current year precipita-
tion and plant community compositions and previous two years
precipitation and plant community compositions. The topology of
the neural network was a feedforward, backpropagation, super-
vised training network. The available data from 1981 to 1989 were
used to form five training data sets and one running data. The pre-
diction result fell within the tolerance range for being successful
even though there were differences. There are several factors po-

tentially causing the difference between the pre-
dicted result and actual result of some plant com-
munities: the inconsistency of the data collec-
tion process, insufficient training data, lack of
temperature data. The research indicates artifi-
cial neural networks are a potential technology
for predicting plant community succession.
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Table 1

Plant Community Type Forecasted (%) Actual (%) Difference (%)
Perennial grass/sand muhly 0.00 0.00 0.00
Blowout grass/sand muhly 1.00 0.00 -1.00
New sandhill prairie 2.00 0.00 -2.00
Bare sand 6.00 11.68 5.68
Blowout grass 31.00 27.21 -3.79
Perennial grass 38.20 29.84 -8.36
Annual 11.00 19.83 8.83
Annual/perennial grass 4.30 7.90 3.60
Shrub 6.00 3.53 -2.47
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