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ABSTRACT

The artificial neural network has been called for its application as alphanumeric characters recognizing 
the network. The idea is to maintain the obsolete data available in hard copy form and to convert that 
data into digital form. Some specific bit patterns that correspond to the character are trained using 
the network. The numbers of input and output layer neurons are chosen. In this, the algorithm used 
for training the network is called the backpropagation algorithm using the delta rule. The testing 
and training patterns are provided for which weights are calculated in the program and patterns are 
recognized and analysis is done. The effect of variations in the hidden layers is also observed with 
pattern matrices.
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1. INTRODUCTION

The basic functional outline aforementioned has a lot of complexity and exceptions; rather ANN 
models have simple characteristics and consist of thousands of processing units when wired together 
in a composite network. Each node is a form of a simple neuron in the network that will fire when an 
input signal from another node is received. Such nodes collected into different layers of processing 
elements make self-regulating decisions and pass on the results to other layers (McCulloch, W. S., & 
Pitts, W., 1943). The next layer neuron makes calculations on data and again moves output to a new 
layer. Every processing element computes based on the weighted sum of its inputs. The layers are 
the input layer, hidden layer, and the output layer; hidden layers are placed between the two layers. 
Figure 1 represents the working of an artificial neural network works (Minsky, M. L., & Papert, S. 
A.,1969; Minsky, M. L., & Papert, S. A.,1988).
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The input set labeled as x1, x2…..xn are applied to artificial neurons and collectively referred 
to as vector ‘X’ corresponds to signals into the synapse of a biological neuron. Before applying to 
the summation block each signal is then multiplied by an associated weight w1, w2…wn (Pitts, W., 
& McCulloch, W. S., 1947; Widrow, B 1961). Each weight corresponds to the strength of a single 
biological synaptic connection. The set of weights is referred to collectively as the vector ‘W’ and 
the summation block refers to the biological cell body which adds the weighted inputs algebraically 
to produce output labeled as SUM and represented as vector notation as:

SUM=X*W	

or:

SUM=x1*w1+ x2*w2+ x3*w3… xn*wn	 (1)

2. ACTIVATION FUNCTIONS

The activation function in artificial neural networks is that node that produces the output of that node to 
which set of inputs was submitted. It can be similar to a standard integrated circuit activation function 
that is “ON” i.e “1” or “OFF” i.e “0” according to the input. It is also alike to linear perceptron in 
neural networks but only nonlinear activation functions allow networks to compute non-trivial areas 
use only a small number of nodes such activation functions introduce nonlinearities in the network.

2.1 Sigmoid Function
Here F is called the Squashing function which is a logistic function or sigmoid function represented 
in figure 2. The function F is expressed mathematically as:

F(x) =1/ (1+e-x)	 (2)

The activation function used for a non-linear gain for the artificial neuron is calculated by 
finding the ratio of the change in F(X) to a small change in X. Thus the gain is the slope of the wave 
at a specific excitations level. Here a specific activation function is used. Figure 4 describes the 
summation function that accepts the SUM created by activation function F and produces the output 

Figure 1. Weighted sum of the inputs



 

 

9 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/article/recognition-of-alphanumeric-patterns-

using-backpropagation-algorithm-for-design-and-

implementation-with-ann/295086

Related Content

Semantic-Based Bluetooth-RFID Interaction for Advanced Resource

Discovery in Pervasive Contexts
Tommaso Di Noia, Eugenio Di Sciascio, Francesco Maria Donini, Michele Ruta,

Floriano Sciosciaand Eufemia Tinelli (2009). Auto-Identification and Ubiquitous

Computing Applications (pp. 205-229).

www.irma-international.org/chapter/semantic-based-bluetooth-rfid-interaction/5465

Algorithms to Resolve Conflict in Multiuser Context Aware Ubiquitous

Environment
Thyagaraju G.S.and U.P. Kulkarni (2012). International Journal of Advanced

Pervasive and Ubiquitous Computing (pp. 42-62).

www.irma-international.org/article/algorithms-resolve-conflict-multiuser-context/73651

Frequency Offset Estimation Algorithm of OFDMA Wireless Communication

System Based on Compressed Sensing
Ma Qinggongand Yang Bo (2015). International Journal of Advanced Pervasive and

Ubiquitous Computing (pp. 55-62).

www.irma-international.org/article/frequency-offset-estimation-algorithm-of-ofdma-wireless-

communication-system-based-on-compressed-sensing/165179

Location-Based Services and Navigation in Smart Phones
Ling Peiand Zhengjun Liu (2012). Ubiquitous Positioning and Mobile Location-Based

Services in Smart Phones (pp. 196-229).

www.irma-international.org/chapter/location-based-services-navigation-smart/67044

Support for Medication Safety and Compliance in Smart Home Environments
José M. Reyes Álamo, Hen-I Yang, Ryan Babbittand Johnny Wong (2009).

International Journal of Advanced Pervasive and Ubiquitous Computing (pp. 42-60).

www.irma-international.org/article/support-medication-safety-compliance-smart/37494

http://www.igi-global.com/article/recognition-of-alphanumeric-patterns-using-backpropagation-algorithm-for-design-and-implementation-with-ann/295086
http://www.igi-global.com/article/recognition-of-alphanumeric-patterns-using-backpropagation-algorithm-for-design-and-implementation-with-ann/295086
http://www.igi-global.com/article/recognition-of-alphanumeric-patterns-using-backpropagation-algorithm-for-design-and-implementation-with-ann/295086
http://www.igi-global.com/article/recognition-of-alphanumeric-patterns-using-backpropagation-algorithm-for-design-and-implementation-with-ann/295086
http://www.irma-international.org/chapter/semantic-based-bluetooth-rfid-interaction/5465
http://www.irma-international.org/article/algorithms-resolve-conflict-multiuser-context/73651
http://www.irma-international.org/article/frequency-offset-estimation-algorithm-of-ofdma-wireless-communication-system-based-on-compressed-sensing/165179
http://www.irma-international.org/article/frequency-offset-estimation-algorithm-of-ofdma-wireless-communication-system-based-on-compressed-sensing/165179
http://www.irma-international.org/chapter/location-based-services-navigation-smart/67044
http://www.irma-international.org/article/support-medication-safety-compliance-smart/37494

