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ABSTRACT

Conducting NLP for Turkish is a lot harder than other Latin-based languages such 
as English. In this study, by using text mining techniques, a pre-processing frame is 
conducted in which TF-IDF values are calculated in accordance with a linguistic 
approach on 7,731 tweets shared by 13 famous economists in Turkey, retrieved from 
Twitter. Then, the classification results are compared with four common machine 
learning methods (SVM, Naive Bayes, LR, and integration LR with SVM). The features 
represented by the TF-IDF are experimented in different N-grams. The findings show 
the success of a text classification problem is relative with the feature representation 
methods, and the performance superiority of SVM is better compared to other ML 
methods with unigram feature representation. The best results are obtained via the 
integration method of SVM with LR with the Acc of 82.9%. These results show that 
these methodologies are satisfying for the Turkish language.

1. INTRODUCTION

Social media such as Twitter makes interpersonal communications more effective 
with the aid of virtual platforms. Today, the internet has become a global forum 
where people can freely express and share their ideas. However, this situation 
has brought along some problems. It may be difficult for users to get through this 
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excessive information as anyone can upload exorbitant amounts of information, be 
it consciously or unconsciously. 

Social media makes the communication of people with each other more effective 
with the use of virtual platforms. Microblogs such as Twitter, a type of social 
network, are used by professionals to share information and news. Twitter is a popular 
Microblog service that quickly disseminates information about any incident happening 
anywhere on the world. Jost et al. (2018) discusses that such personal records on 
social networks provide valuable and useful information for social psychology, 
marketing intelligence, and opinion mining research. Prabowo & Thelwall (2009) 
discuss that it is important to examine the content of the data collected from social 
media to derive meaningful information through classification research. 

In social media studies, the techniques of data mining and text mining are used 
in the analysis of textual information (Surjandari et al., 2015). The core of these 
statistical methods consist of text mining techniques, which use such parameters 
as: author recognition, text classification, sentiment analysis, and opinion mining 
(Hemmatian et al., 2019).

The process of text analysis can be summarised as follows. First, the informational 
content of the document is transformed into a structure form in a vector space model. 
In fact, most text mining techniques are based on the idea that any document can 
be represented with bag-of-words projection in accordance with its term group 
(Karthikeyan et al., 2019). According to this projection, each i document of the 
collection is represented as a N-dimensional vector and the document is shown as 
V w t w t w t
i i ij iN�
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. According to this projection, N determines 

the number of terms, and w t
ij( )  determines the weight of t

j
 term in document i. 

This way of thought can improve upon by tweaking the parameters by introducing 
new operations so that the text mining may specialise in specific goals. The introduction 
of operations, such as: accommodating terms for machine learning (ML) techniques 
by transforming them into numeric features (i.e. weights), linguistic analysis 
techniques, indexing, statistical techniques, filtering terms via particular keywords, 
feature extraction, future selection (this subject will scale down in high-dimension 
datasets and it is highly important for the selection of attributions that will contribute 
to the study the most) and text summarization are some of the examples that help 
with the optimization the process (Sharma & Jain, 2019). Next, data mining and 
ML algorithms are applied to classify documents in vector space projections, grouping 
or building regression models.
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