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ABSTRACT

The article aims to develop a model for forecasting the characteristics of traffic flows in real-time 
based on the classification of applications using machine learning methods to ensure the quality of 
service. It is shown that the model can forecast the mean rate and frequency of packet arrival for the 
entire flow of each class separately. The prediction is based on information about the previous flows 
of this class and the first 15 packets of the active flow. Thus, the random forest regression method 
reduces the prediction error by approximately 1.5 times compared to the standard mean estimate for 
transmitted packets issued at the switch interface.
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1. INTRODUCTION

Every year, the traffic of telecommunications networks is growing rapidly, and the number of users 
and services is increasing. There are new types of applications, each of which requires ensuring the 
quality of service at the proper level. There are several main categories of services, such as voice, 
video, data, and many of their extensions: audio and video conferencing, IPTV, etc., for which 
appropriate traffic management policies are provided. However, the network operator does not always 
know the nature and category of incoming traffic, which complicates the task of managing network 
resources and dynamically allocating bandwidth. Unidentified and non-allocated traffic flows from 
the network’s point of view are processed according to the Best Effort principle.

The first approaches to defining traffic classes were based on a list of well-known TCP and UDP 
ports, but with the advent of dynamically changing ports, the use of this method became impossible.

The well-known DPI (Deep Packet Inspection) technology allows for “deep” analysis of packet 
headers at the upper levels of the OSI model. Nevertheless, with the help of the DPI system, it is 
also not always possible to identify the nature of the data flow, for example, in cases of encrypted or 
tunneled traffic. In addition, DPI technology does not allow to predict the future characteristics of 
traffic flows, such as the rate or frequency of arrival of packets.
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The flow characteristics are often evaluated as packets arrive at the network interface. Flow 
Table as an example allows estimating the current mean rate of each identified flow. But the current 
flow rate does not always correspond to the mean rate of the entire flow, so forecasts using the mean 
rate remain quite inaccurate.

Some approaches involve predicting the bandwidth used based on time series, such as the 
ARIMA (AutoregRessive Integrated Moving Average) model. But in this case, the forecast 
is given short-term and is made based on all flows, which does not allow to evaluate the 
characteristics of each of the flows.

Recently, data mining methods have been used more and more effectively in telecommunications, 
especially Machine Learning (ML) approaches, to solve a wide range of tasks, including traffic 
classification and determination of its characteristics.

Supervised Learning and Unsupervised Learning stand out among the methods of machine 
learning. Supervised Learning methods imply the presence of a database that consists of a 
certain number of different samples, each of which is characterized by its own set of features 
and the corresponding class. This database is divided into a training and test sequence. The 
training sequence is used to build a classifier or regressor model, and the test sequence is used 
to evaluate it. During testing, the algorithm’s efficiency is checked by comparing the predicted 
values and the true classes. Supervised Learning methods are fast and accurate but can only 
predict classes known to the model initially. For Unsupervised Learning methods, class values 
are not defined, which complicates the task and reduces prediction accuracy, but it is possible 
to detect new classes.

The authors suggest using Supervised Learning methods to speed up classify traffic flows based 
on their characteristics. The parameters of the first fifteen packets of the flow are analyzed, such 
as the length of each packet and the inter-interval arrival time between two consecutive incoming 
packets and the parameters calculated on their basis. The model uses them to determine the class 
of the traffic flow. A class refers to a specific application. Using Unsupervised Learning methods, 
the model expands, adds new classes to the model, and refines existing classes (Deart, Mankov, & 
Krasnova, 2021; Deart, Mankov, & Krasnova, 2020; Mankov, & Krasnova, 2019; Mankov, Deart, & 
Krasnova, 2021; Mankov, & Krasnova, 2017).

The purpose of this paper is to extend the current model by developing blocks for predicting flow 
properties. The methods of Supervised Learning are used to estimate the mean rate and interarrival 
time of packet arrival. The forecast is made for each class separately-thus, the individual properties 
of the application, the characteristics of the current flow based on the first fifteen packets, and 
information about previous flows are taken into account. To build the model, the authors analyze 
five regression methods: Boost, Random Forest regression, Linear, Lasso, and Voting regression. 
The regression result is compared with the forecast based on the mean rate and the mean value of 
the interarrival time of packet arrival. The estimation of forecasting results depending on different 
methods of data preprocessing is also given.

The article is structured as follows: Section 2 provides an overview of the work on the topic 
of the current article, highlights the main directions of research development, and considers 
the problems of related fields. Section 3 provides a brief theoretical overview of the methods 
used to predict traffic characteristics, and section 4 – methods of data preprocessing. Section 5 
details the dynamic traffic classification model, which includes real-time traffic classification, 
adding new applications, and predicting traffic flow characteristics individually for each 
class. Section 6 describes the experimental studies carried out in the work, in particular, the 
methodology of database formation, preliminary studies of the data set, the impact of data 
preprocessing methods on the results of traffic forecasting, and a comparison of the predictive 
abilities of various models. Section 7 is devoted to the general conclusions of the article and 
the definition of a plan for future research.



 

 

17 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/article/traffic-flows-forecasting-based-on-

machine-learning/289198

Related Content

Activity-Based Costing in the Portuguese Telecommunications Industry
Maria Majorand Trevor Hopper (2009). Handbook of Research on

Telecommunications Planning and Management for Business (pp. 281-294).

www.irma-international.org/chapter/activity-based-costing-portuguese-

telecommunications/21671

Security Aspects in Radio Frequency Identification Systems
Gyozo Gódorand Sándor Imre (2012). Next Generation Data Communication

Technologies: Emerging Trends  (pp. 187-225).

www.irma-international.org/chapter/security-aspects-radio-frequency-identification/61753

Distributed Learning of Equilibria with Incomplete, Dynamic, and Uncertain

Information in Wireless Communication Networks
Yuhua Xu, Jinlong Wangand Qihui Wu (2016). Game Theory Framework Applied to

Wireless Communication Networks (pp. 63-86).

www.irma-international.org/chapter/distributed-learning-of-equilibria-with-incomplete-dynamic-

and-uncertain-information-in-wireless-communication-networks/136634

Detection and Prevention of Single and Cooperative Black Hole Attacks in

Mobile Ad Hoc Networks
P. Subathra, S. Sivagurunathanand N. Ramaraj (2010). International Journal of

Business Data Communications and Networking (pp. 38-57).

www.irma-international.org/article/detection-prevention-single-cooperative-black/40913

A Performance Evaluation of the Coverage Configuration Protocol and its

Applicability to Precision Agriculture
Amine Dhraief, Imen Mahjriand Abdelfettah Belghith (2014). Multidisciplinary

Perspectives on Telecommunications, Wireless Systems, and Mobile Computing (pp.

107-122).

www.irma-international.org/chapter/a-performance-evaluation-of-the-coverage-configuration-

protocol-and-its-applicability-to-precision-agriculture/105675

http://www.igi-global.com/article/traffic-flows-forecasting-based-on-machine-learning/289198
http://www.igi-global.com/article/traffic-flows-forecasting-based-on-machine-learning/289198
http://www.igi-global.com/article/traffic-flows-forecasting-based-on-machine-learning/289198
http://www.irma-international.org/chapter/activity-based-costing-portuguese-telecommunications/21671
http://www.irma-international.org/chapter/activity-based-costing-portuguese-telecommunications/21671
http://www.irma-international.org/chapter/security-aspects-radio-frequency-identification/61753
http://www.irma-international.org/chapter/distributed-learning-of-equilibria-with-incomplete-dynamic-and-uncertain-information-in-wireless-communication-networks/136634
http://www.irma-international.org/chapter/distributed-learning-of-equilibria-with-incomplete-dynamic-and-uncertain-information-in-wireless-communication-networks/136634
http://www.irma-international.org/article/detection-prevention-single-cooperative-black/40913
http://www.irma-international.org/chapter/a-performance-evaluation-of-the-coverage-configuration-protocol-and-its-applicability-to-precision-agriculture/105675
http://www.irma-international.org/chapter/a-performance-evaluation-of-the-coverage-configuration-protocol-and-its-applicability-to-precision-agriculture/105675

