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ABSTRACT

Video, a rich information source, is commonly used for capturing and sharing knowledge in learning systems. However, the unstructured and linear features of video introduce difficulties for end users in accessing the knowledge captured in videos. To extract the knowledge structures hidden in a lengthy, multi-topic lecture video and thus make it easily accessible, we need to first segment the video into shorter clips by topic. Because of the high cost of manual segmentation, automated segmentation is highly desired. However, current automated video segmentation methods mainly rely on scene and shot change detection, which are not suitable for lecture videos with few scene/shot changes and unclear topic boundaries. In this article we investigate a new video segmentation approach with high performance on this special type of video: lecture videos. This approach uses natural language processing techniques such as noun phrases extraction, and utilizes lexical knowledge sources such as WordNet. Multiple linguistic-based segmentation features are used, including content-based features such as noun phrases and discourse-based features such as cue phrases. Our evaluation results indicate that the noun phrases feature is salient.
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INTRODUCTION

The quick development of technologies in the storage, distribution, and production of multimedia has created new sources of knowledge. Among these new knowledge sources, video is extremely useful for knowledge sharing and learning because of its great capability of carrying and transmitting “rich” information (Daft & Lengel, 1986). Nowadays videotaped lectures are more and more commonly provided in computer-based training systems, and they can create a virtual learning environment that simulates the real classroom learning environment. However, people often have difficulties in finding specific pieces of knowledge in video because of...
its unstructured and linear features. For instance, when students want to review a certain part of a videotaped lecture, they have to look through almost the entire video or even play back and forth several times to locate the right spot.

Multimedia information retrieval technologies, such as video search engines or video browsers, try to address this problem by analyzing, transforming, indexing, and presenting the knowledge captured in videos in a structured way. For instance, in online courses provided by Stanford University (http://scpd.stanford.edu/scpd/students/onlineClass.htm), a video of an instructor is synchronized with his/her PowerPoint (PPT) slides. Students can move forward or backward to a certain segment of the video by choosing the slide associated with that segment (see Figure 1). The similar but improved design was implemented in two multimedia-based learning systems that we developed before: the Learning By Asking (LBA) system (Zhang, 2002), and its extension, the Agent99 Trainer system (see Figure 2) (Lin, Cao, Nunamaker, & Burgoon, 2003). In both training systems, each lecture video is manually segmented into short clips, and each clip is synchronized with a PPT slide as well as a text transcript of the speech in the clip. The clips are also indexed based on these text transcripts. Students can select a specific clip in the lecture by browsing a list of topics of the lecture or searching with keywords or questions. An experiment and a usability test have shown that students thought that such structured and synchronized multimedia contents, as well as the self-based learner control enabled by the list of topics, are helpful. The resulting training system is as effective as traditional classroom training (Lin et al., 2003).

However, to realize such a structured video lecture, there must be a critical preprocessing step: video segmentation. With-
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