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ABSTRACT

A content-based recommender system is a subclass of information systems that recommends an item 
to the user based on its description. It suggests items such as news, documents, articles, webpages, 
journals, and more to users as per their inclination by comparing the key features of the items with 
key terms or features of user interest profiles. This paper proposes the new methodology using 
Non-IIDness-based semantic term-term coupling from the content referred by users to enhance 
recommendation results. In the proposed methodology, the semantic relationship is analyzed by 
estimating the explicit and implicit relationship between terms. It associates terms that are semantically 
related in the real world or are used interchangeably such as synonyms. The underestimated features 
of user profiles have been enhanced after term-term relation analysis, which results in improved 
similarity estimation of relevant items with the user profiles. The experimentation result proves 
that the proposed methodology improves the overall search and retrieval results as compared to the 
state-of-the-art algorithms.
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Introduction

In present scenario, information is continuously being generated with a velocity which is much higher 
than our processing capacity. If utilized properly, it can make a great difference to the world in all 
spheres. Various e-commerce and information sites have an abundance of products or items such 
as apparels, footwear, accessories, books, journals, web pages, movies, songs, hotels, restaurants, 
grocery and so on. From millions of items space, it is tedious and time consuming to find suitable 
items for the users. Recommendation systems suggest personalized items from the possible options 
to the users by understanding their requirement, preferences and inclinations.

Recommendation system is a significant application of big data and is involved in online 
e-commerce sites and business, news sites, social media, mobile applications, online journals and 
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digital libraries, etc. Exploration of recommender systems has gained attention in many fields such as 
information retrieval, social networking, data mining and machine learning. Efforts are being made 
to improve the recommendation’s accuracy by considering factors such as social relationships, user 
reviews/comments, cross-domain recommendations, etc. apart from grouping similar categories of 
users or items.

The user’s behavioural information such as purchase patterns, ratings, likes/dislikes and feedback/
comments/reviews are analysed to make recommendations. Useful recommendations are essential not 
only to ensure good user experience but also to ensure good business from the vendor’s perspective. 
An efficient recommender system should recommend appropriate products or services to appropriate 
people.

In content-based recommender systems, for content-based filtering of text-based contents like 
journals on the Web and Digital Libraries, news, articles, web pages, etc. keywords or terms are 
used for item description and for building a user profile to indicate the user’s inclination. The user’s 
feature vector is built considering the content that has been of interest to the user in the past. Content-
based filtering or cognitive filtering recommends items by comparing the content of the items to a 
user profile. In the state-of-the-art approach, the user inclination features are retrieved based on the 
occurrence frequency of terms. Better representation strategies are required to incorporate content-
based recommender systems with semantic intelligence which goes beyond the simple syntactic 
evidence of user inclinations provided by terms (Lops et al., 2011).

The proposed approach is based on Non-IIDness learning which refers to understanding, 
modelling, analysing and representing non-IID data (not independent and identically distributed 
data). Coupling and heterogeneity are the important aspects of Non-IIDness. Usually, the terms of 
the feature vectors are considered to be independent but there are couplings between the terms. If 
the couplings between the features or terms are analysed, unravelled, mathematically formulated 
and estimated, better recommendation results are expected. There are intricate semantic couplings 
between the terms which if incorporated in the user profiles, better recommendations can be achieved. 
For instance, many terms are semantically related in the real world though on similarity estimation 
simply based on co-occurrence of terms, the relation may not be inferred (Cheng et al., 2013). Also, 
there are few terms which are synonyms or are used interchangeably but have differing feature 
weights in the user profiles as the occurrence of these terms in the items of interest of the users 
differs. In that case, the items which should semantically match better to the user profiles do not 
get their due weightage since the relevant features have underestimated weights in the user profiles. 
Hence, along with the co-occurrence frequency (explicit relation) of terms, the implicit relationship 
between terms also needs to be estimated to infer the semantic closeness between terms. In the 
proposed work, the above issues have been addressed by learning the term coupling relationships 
(i.e., intra-relations and inter-relations) from the items of interest of the users to infer the semantic 
relationship between features or terms of the user profiles. The highly semantically related terms are 
coupled, and the semantic relationships are embedded in the user profiles. This is done by enhancing 
the underestimated relevant features that are highly semantically related to other relevant features 
based on the assumption that highly semantically related terms should have comparable or similar 
significance. During experimentation, it has been observed that the appropriate items match better 
with user profiles after enhancement of features.

BACKGROUND AND RELATED WORK

The recommendation techniques that exist can be broadly categorized into content-based techniques 
(Lops et al., 2011), collaborative filtering techniques (Linden et al., 2003), hybrid techniques 
(Balabanovic & Shoham, 1997) and personalized techniques. The content-based recommendations 
are based on the description of items preferred earlier by the user. The attributes of a user specific 
profile which represents the inclination of the user are matched up with the attributes of the objects 
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