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ABSTRACT

A novel corona virus, COVID-19, is spreading across different countries in an alarming proportion, and 
it has become a major threat to the existence of human community. With more than eight lakh death 
count within a very short span of seven months, this deadly virus has affected more than 24 million 
people across 213 countries and territories around the world. Time-series analysis, modeling, and 
forecasting are important research areas that explore the hidden insights from larger set of time-bound 
data for arriving at better decisions. In this work, data analysis on COVID-19 dataset is performed 
by comparing the top six populated countries in the world. The data used for the evaluation is taken 
for a time period from 22nd January 2020 to 23rd August 2020. A novel time-series forecasting 
approach based on auto-regressive integrated moving average (ARIMA) model is also proposed. The 
results will help the researchers from the medical and scientific communities to gauge the trend of 
the disease spread and improvise containment strategies accordingly.
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1. INTRODUCTION

The emergence of novel corona virus is identified from the Wuhan City, Hubei province in China 
during December 2019 and subsequently renamed as COVID-19 by World health organization. The 
most common symptoms of the virus include fever, cough and tiredness. Some lesser known symptoms 
are headache, diarrhea, sore throat and loss of taste or smell. Most of the severe cases of COVID-19 
showed symptoms of breathing difficulty and chest pain. Monitoring of epidemiological changes 
in an in-depth manner will give better perceptions on the disease outbreak (Rotha & Byrareddy, 
2020). The research on time-series data is highly critical due to the enormous usage of temporal data 
in wide variety of applications. Large dataset, high dimensionality and frequent updation are few 
characteristics of time-series data. The time-series data is subjected to various processing steps to 
discover the patterns for better decision making. Apart from pattern discovery and clustering, other 
important task of time-series data mining include classification, rule mining and summarization 
(Fu,2011). Distance-based clustering, fuzzy c-means (FCM) algorithm, Autoregressive integrated 
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moving average (ARIMA) models and Hidden Markov model (HMM) are few methods adopted 
for time-series clustering and pattern discovery. Time series forecasting depends on the task of 
analyzing past observations of a random variable and generates a model that portrays the underlying 
relationship and its patterns. Each of the forecasting method follows four important steps namely, 
problem definition, information gathering, selecting the best model and forecasting (Hyndman & 
Athanasopoulos,2018). The time-series analysis and forecasting for COVID-19 disease outbreak is an 
emerging research paradigm that requires deep knowledge and better experimentations for interpreting 
the trend and evaluating the predictions.

Holt–Winters Additive Model (HWAAS), Auto-regressive integrated moving average (ARIMA), 
TBAT, Prophet, DeepAR and N-Beats and Vector Auto regression (VAR) are few models used by 
researchers around the world for time-series forecasting(Papastefanopoulos,2020). In HWAAS model, 
trend and seasonal variation of the data are taken in to account. This method is an advanced model 
proposed by adopting added features to Holt’s exponential smoothing. In exponential smoothing, the 
recently recorded observations are used for updating the prediction levels. The additive method is 
favored when the seasonal variations are approximately constant through the data series. Holt-Winters 
Exponential Smoothing is also called as Triple Exponential Smoothing. TBAT method involves four 
components, namely, Trigonometric seasonal formulation, Box–Cox transformation, ARMA errors 
and trend component (Harvey et al., 1997; Box & Cox,1964; Adhikari & Agrawal,2013). Multiple 
seasonalities can be accommodated by TBAT model. Here, each seasonality is modeled with a 
trigonometric representation based on fourier series. Prophet method is proposed by Facebook. Three 
major components used by this model are trend, seasonality and holidays.

Time-series decomposition of Prophet model is given by the equation as:

Y(t) =A(t) + B(t) + C(T) + ê (t) (1)

where, A(t), B(t) and C(T) denotes trend, seasonality and holiday. The last term ê (t) implies error 
value. Saturating growth model and a piece-wise linear model are utilized by Prophet approach to 
gather forecasting results. DeepAR deploys a long short-term memory based recurrent neural network 
architecture for time-series forecasting. Probabilistic forecasting is supported by this model that 
trains an auto regressive recurrent network (Salinas et al., 2020). N-Beats model is the short form of 
Neural basis expansion analysis for interpretable time series forecasting. A deep neural architecture 
consisting of forward and backward residual links is used by N-Beats model (Oreshkin et al.,2019). 
In this method, generic architecture and an interpretable architecture are used in tandem and dual 
residual stacking results are observed. Vector Auto regression (VAR) model is a simplification of the 
univariate autoregressive model for forecasting a vector of time series. It is a multivariate forecasting 
algorithm .Such model should possess at least two time series variables that influence each other. 
In ARIMA model, information in the past values of the time series can alone be used to predict the 
future values.

2. MATERIALS AND METHODS

The COVID-19 data is retrieved from Center for Systems Science and Engineering (CSSE) at Johns 
Hopkins University. The data contains cumulative count of infected people observed in daily basis. 
The data is fetched for a time period from 22nd January 2020 to 23rd August 2020. The work is 
segregated in twofold. The first part of the work demonstrates the data analysis of COVID-19 impact 
in six highly populated nations. For this work, six months of time-series COVID-19 data (starting 
from 22-01-2020) is used for evaluation. The second part of the work utilizes ARIMA model for 
time-series prediction of COVID-19 disease by analyzing two nations, namely, India and US. The 
COVID-19 dataset consists of daily time series summary of confirmed, recovered and mortality 



 

 

15 more pages are available in the full version of this

document, which may be purchased using the "Add to Cart"

button on the publisher's webpage: www.igi-

global.com/article/time-series-forecasting-and-analysis-of-

covid-19-outbreak-in-highly-populated-countries/280365

Related Content

An Exploratory Study of Home Healthcare Robots Adoption Applying the

UTAUT Model
Ahmad Alaiad, Lina Zhouand Gunes Koru (2014). International Journal of Healthcare

Information Systems and Informatics (pp. 44-59).

www.irma-international.org/article/an-exploratory-study-of-home-healthcare-robots-adoption-

applying-the-utaut-model/124119

Permitting the True Potential of Knowledge Assets to be Utilized with KMI
Nilmini Wickramasinghe (2010). Redesigning Innovative Healthcare Operation and

the Role of Knowledge Management (pp. 31-45).

www.irma-international.org/chapter/permitting-true-potential-knowledge-assets/36515

E-Ophthalmology in the Diagnosis and Follow-Up of Chronic Glaucoma
Jose Andonegui, Aitor Eguzkiza, Mikel Auzmendi, Luis Serrano, Ane Zurutuzaand

Mónica Pérez de Arcelus (2013). Handbook of Research on ICTs and Management

Systems for Improving Efficiency in Healthcare and Social Care (pp. 88-108).

www.irma-international.org/chapter/ophthalmology-diagnosis-follow-chronic-glaucoma/78019

Doctor Resistance of Artificial Intelligence in Healthcare
Asma Chaibiand Imed Zaiem (2022). International Journal of Healthcare Information

Systems and Informatics (pp. 1-13).

www.irma-international.org/article/doctor-resistance-of-artificial-intelligence-in-

healthcare/315618

Performance Evaluation of Different Machine Learning Classification

Algorithms for Disease Diagnosis
Munder Abdulatef Al-Hashem, Ali Mohammad Alqudahand Qasem Qananwah

(2021). International Journal of E-Health and Medical Communications (pp. 1-28).

www.irma-international.org/article/performance-evaluation-of-different-machine-learning-

classification-algorithms-for-disease-diagnosis/278822

http://www.igi-global.com/article/time-series-forecasting-and-analysis-of-covid-19-outbreak-in-highly-populated-countries/280365
http://www.igi-global.com/article/time-series-forecasting-and-analysis-of-covid-19-outbreak-in-highly-populated-countries/280365
http://www.igi-global.com/article/time-series-forecasting-and-analysis-of-covid-19-outbreak-in-highly-populated-countries/280365
http://www.irma-international.org/article/an-exploratory-study-of-home-healthcare-robots-adoption-applying-the-utaut-model/124119
http://www.irma-international.org/article/an-exploratory-study-of-home-healthcare-robots-adoption-applying-the-utaut-model/124119
http://www.irma-international.org/chapter/permitting-true-potential-knowledge-assets/36515
http://www.irma-international.org/chapter/ophthalmology-diagnosis-follow-chronic-glaucoma/78019
http://www.irma-international.org/article/doctor-resistance-of-artificial-intelligence-in-healthcare/315618
http://www.irma-international.org/article/doctor-resistance-of-artificial-intelligence-in-healthcare/315618
http://www.irma-international.org/article/performance-evaluation-of-different-machine-learning-classification-algorithms-for-disease-diagnosis/278822
http://www.irma-international.org/article/performance-evaluation-of-different-machine-learning-classification-algorithms-for-disease-diagnosis/278822

