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ABSTRACT

Abstract intelligence is a human enquiry of both natural and artificial intelligence at the reductive embodying
levels of neural, cognitive, functional, and logical from the bottom up. This paper describes the taxonomy
and nature of intelligence. It analyzes roles of information in the evolution of human intelligence, and the
needs for logical abstraction in modeling the brain and natural intelligence. A formal model of intelligence
is developed known as the Generic Abstract Intelligence Mode (GAIM), which provides a foundation to
explain the mechanisms of advanced natural intelligence such as thinking, learning, and inferences. A
measurement framework of intelligent capability of humans and systems is comparatively studied in the
forms of intelligent quotient, intelligent equivalence, and intelligent metrics. On the basis of the GAIM model
and the abstract intelligence theories, the compatibility of natural and machine intelligence is revealed
in order to investigate into a wide range of paradigms of abstract intelligence such as natural, artificial,
machinable intelligence, and their engineering applications.

Keywords:  Al; brain science, cognitive models; cognitive processes; concept algebra; denotational
mathematics, GAIM; intelligent measurement; intelligent metrics, intelligence science;
intelligent quotient; LRMB; mathematical models; OAR; RTPA

INTRODUCTION cally? How natural and artificial inteligence

are converged on the basis of brain, software,
Intelligence is a driving force or an ability to  and intelligence science? It was conventionally
acquire and use knowledge and skills, or to ~deemedthatonly mankindand advanced species
inference in problem solving. It is a profound ~ possessintelligence. However, the development
human wonder on how conscious intelligence ~ of computers, robots, software agents, and
is generated as a highly complex cognitive autonomous systems indicates thatintelligence
state in human mind on the basis of biologi- may also be created or embodied by machines
cal and physiological structures. How natural ~and man-made systems. Therefore, it is one of
intelligence functions logically and phisiologi- ~ the key objectives in cognitive informatics and
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intelligence science to seek a coherent theory
for explaining the nature and mechanisms of
both natural and artificial intelligence.

The history of investigation into the brain
and natural intelligence is as long as the his-
tory of mankind, which can be traced back to
the Aristotle’s era and earlier. Early studies
on intelligence are represented by works of
Vygotsky, Spearman, and Thurstone (Bender,
1996; Matlin, 1998; Payne and Wenger, 1998;
Parker and McKinney, 1999; Wilson and Keil,
2001; Lefton et al., 2005). Lev Vygotsky’s
(1896 - 1934) presents a communication view
that perceives intelligence as inter- and intra-
personal communication in a social context.
Charles E. Spearman (1863 - 1945) and Lois
L. Thurstone (1887 - 1955) proposed the fac-
tor theory (Lefton et al., 2005), in which seven
factors of intelligence are identified such as the
verbal comprehension, wordfluency, number fa-
cility, spatial visualization, associative memory,
perceptual speed, and reasoning.

David Wechsler s intelligent measurement
theory (Lefton etal., 2005) models intelligence
from the aspects of verbal, quantitative, ab-
stract visual, and short-term working memory
reasoning. He proposed the Wechsler Adult
Intelligence Scale (WAIS) in 1932. Arthur
Jensen’s two-level theory (Jensen, 1969, 1970,
1987) classifies intelligence into two levels
known as the associative ability level and the
cognitive ability level. The former is the ability
to process external stimuli and events; while the
latter is the ability to carry out reasoning and
problem solving.

Howard Gardner’s multiple intelligences
theory (Gardner, 1983, 1995) identifies eight
forms of intelligence, which are those of /in-
guistic, logical-mathematical, musical, spatial,
bodily-kinesthetic, naturalist, interpersonal,
and intrapersonal. He perceives that intelli-
gence is an ability to solve a problem or create
aproduct within aspecific cultural setting. Rob-
ert J. Sternberg’s triarchic theory (Sternberg,
1997, 2000, 2003) models intelligence in three
dimensions known as the analytic, practical,
and creative intelligence. He perceives intel-
ligence as the ability to adapt to, shape, and

select environments to accomplish one’s goals
and those of society. Lester A. Lefton and his
colleagues (Lefton et al., 2005) defined intel-
ligence as the overall capacity of the individual
to act purposefully, to think rationally, and to
deal effectively with the social and cultural
environment. They perceive that intelligence
is not a thing but a process that is affected by a
person’s experiences in the environment.

J. McCarthy, M.L. Minsky, N. Rochester,
and C.E. Shannon proposed the term Artificial
Intelligence (Al)in 1955 (McCarthyetal., 1955;
McCulloch, 1965). S.C. Kleene analyzed the
relations of automata and nerve nets (Kleene,
1956), and Bernard Widrow initiated the tech-
nology of Artificial Neural Networks (ANNs)
in the 1950s (Widrow and Lehr, 1990) based
onmultilevel, distributed, dynamic, interactive,
and self-organizing nonlinear networks (Albus,
1991; Ellis and Fred, 1962; Haykin, 1998). The
concepts of robotics (Brooks, 1970) and expert
systems (Giarrantans and Riley, 1989) were
developedinthe 1970s and 1980s, respectively.
Then, intelligent systems (Meystel and Albus,
2002) and software agents (Hewitt, 1977; Jen-
nings, 2000) emerged in the 1990s.

Yingxu Wang’s real-time intelligent theory
(Wang, 2007a, 2007b; Wang and Wang, 2006;
Wang et al., 2006) reveals that natural intel-
ligence is the driving force that transforms
cognitive information in the forms of data,
knowledge, skill, and behavior. Intelligence
can be modeled into two categories known as
the subconscious (inherent) intelligence and
conscious (acquired) intelligence. A Layered
Reference Model of the Brain (LRMB) has been
developed (Wang et al., 2006), which encom-
passes 39 cognitive processes at seven layers
known as the sensation, memory, perception,
action, meta-cognitive, meta-inference, and
higher-cognitive layers from the bottom up.

Cognitive informatics (Wang, 2002a,
2003a, 2006b, 2007b) adopts a compatible
perspective on natural and artificial intelli-
gence (Wang, 2007d, 2008d). It is logical to
perceive thatnatural intelligence should be fully
understood before artificial intelligence can
be scientifically studied. In this view, conven-
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