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ABSTRACT

This chapter illustrates how a misclassification cost matrix can be incorporated into an evolutionary classification system for medical diagnosis. Most classification systems for medical diagnosis have attempted to minimize the misclassifications (or maximize correctly classified cases). The minimizing misclassification approach assumes that Type I and Type II error costs for misclassification are equal. There is evidence that these costs are not equal and incorporating costs into classification systems can lead to superior outcomes. We use principles of evolution to develop and test a genetic algorithm (GA) based approach that incorporates the asymmetric Type I and Type II error costs. Using simulated and real-life medical data, we show that the proposed approach, incorporating Type I and Type II misclassification costs, results in lower misclassification costs than LDA and GA approaches that do not incorporate these costs.
INTRODUCTION

Current computer-based medical diagnostic methods use neural networks, discriminant analysis and other machine learning approaches for medical diagnosis (Doi et al., 1993; Kovalerchuck, Triantaphyllou, Ruiz & Clayton, 1997; Pendharkar, Rodger, Yaverbaum, Herman & Benner, 1999; Wu, Doi, Giger, Metz & Zhang, 1994). Although somewhat useful these approaches do not incorporate the economic considerations of misclassification. There are two types of errors that are encountered in classification systems: false positive (Type I) and false negative (Type II) error. The costs of these errors are not equal. For example, predicting that a patient does not have heart disease when the patient has it is more costly than predicting that a patient has heart disease when he does not have it.

Traditional classification systems such as neural networks and linear discriminant analysis do not allow a user to incorporate asymmetric costs of misclassification. In fact, these costs are considered equal in most machine learning classification systems. In this chapter, we propose and implement a GA-based classification model that allows the decision maker to incorporate misclassification costs. Using simulated, real-life heart disease and liver disorder data sets, we show that the proposed GA model performs better than parametric linear discriminant analysis and a nonparametric linear GA-based model that does not allow decision-makers to incorporate costs.

The rest of the chapter is organized as follows. In “Pure Frontier Models,” we provide an overview of linear discriminant analysis and genetic algorithm based models for classification. In “Contrasts of Meaning and Purpose,” we suggest modifications to the genetic algorithm based model that incorporates Type I and Type II cost based priorities. “Data Mining Uses and Suggested Guidelines” provides tests of the proposed genetic algorithm model using simulated and real life data sets. The summary of our research and directions for future work are in “Other Models and Applications.”

OVERVIEW OF DISCRIMINANT ANALYSIS AND GENETIC ALGORITHM APPROACHES TO DISCRIMINANT ANALYSIS

Parametric linear discriminant analysis (LDA) was developed by Fisher (1936). The LDA procedure constructs a linear discriminant function by maximizing the ratio of between-groups variance to within-groups variances. For a binary classification problem, the discriminant function can be written as follows:
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