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ABSTRACT

While the ‘AI ethics’ debate has been raging for some time, there are legitimate 
questions about employing AI and automation that are explored in this chapter. 
AI ethics isn’t just about doing the right thing or making the best AI systems 
possible, it’s also about who wields power and how AI affects the balance of 
power in everything it touches across society including businesses, institutions, 
and governments – ultimately, affecting the privacy and human rights of all 
individuals globally. AI must be developed with an understanding of who 
humans are collectively and in groups (anthropology and sociology), as well 
as who we are individually (psychology), and how our individual brains work 
(cognitive science), in tandem with current thinking on global cultural ethics 
and corresponding philosophies and laws. One thing is clear, without ethics, 
all visions of AI’s future will have little impact.

“It’s not artificial intelligence I’m worried about, it’s human stupidity.” –Neil 
Jacobstein, Chair of the AI and Robotics track at Singularity University

INTRODUCTION

Artificial intelligence (AI) is a key technology that will profoundly change our 
economic, political and social structures in the future. Equally important is a 
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widely held belief that AI represents one of the great human rights challenges 
of the 21st century (Elsayed–Ali, 2019). Although the AI ethics debate has 
been raging for some time, there are legitimate questions about employing AI 
and automation. It is not just about doing the right thing or making the best 
AI systems possible, it is also about who wields power and how AI affects 
the balance of power in everything it touches across societies, businesses, 
institutions and governments. Ultimately, AI affects the privacy and human 
rights of all individuals globally.

It is important to pause here and reflect on our individuality: humans across 
the globe are different. Hence, AI algorithms and automated processes will not 
work equally effectively worldwide, because different regions have different 
cultural models of what constitutes sociability and ethics. The values, morals 
and ethical choices that each individual makes on a daily basis are rooted in 
their cultural framework and sense of sociability. On their own, cultures, legal 
standards and regulatory frameworks will not get us out of the predicament 
we find ourselves in regarding AI. For that, we not only need tech developers 
to read some moral philosophy, we also need politicians, business leaders, 
community activists and citizens to do the same. Presently, we appear to be 
dancing around the edges of the issue. We treat tech design and development 
as if it is inevitable. Thus, we reactively minimise risks after the fact rather 
than look more deeply at the values, goals and moral commitments being 
built into the technologies.

AI must be developed with an understanding of who humans are collectively 
and in groups (e.g. anthropology and sociology), who we are individually 
(i.e. psychology) and how our individual brains work (cognitive science) with 
current thinking on global cultural ethics and corresponding philosophies and 
laws. What it means to be human can vary depending upon not just who and 
where we are, but also when we are, and how we see ourselves at any given 
time. When crafting ethical guidelines for AI, we must consider ethics in all 
forms, particularly accounting for the cultural constructs that differ between 
regions and groups of people in time and space.

The ethics that are informing AI and automated digital technology are 
essentially biased. Many of the proposals for ethics in AI that have been 
developed by computer scientists, engineers, politicians and other powerful 
entities are flawed. They neglect much of the world’s many cultures and states 
of being and they lack the diversity in education, culture, ethnicity and gender 
found in today’s complex world. For example, a search of the Organisation for 
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