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ABSTRACT

The research presented in the paper aims to develop long-term companionship between cognitively 
imperfect robots and humans. In order to develop cognitively imperfect robot, the research suggests to 
implement various cognitive biases in a robot’s interactive behaviours. In the authors’ understanding, 
such cognitively biased behaviours in robot will help the participants to relate with it easily. In the 
current paper, they show comparative results of the experiments using five biased and one non-biased 
algorithms in a 3D printed humanoid robot MARC. The results from the experiments show that the 
participants initially liked the robot with biased and imperfect behaviours than the same robots without 
any mistakes and biases.

INTRODUCTION

The study presented in this paper seeks to better understand human-robot interaction and with selected 
‘cognitive biases’ to provide a more human-preferred interaction. Existing robot interactions are mainly 
based on a set of well-ordered and structured rules, which can repeat regardless of the person or social 
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situation. This can lead to interactions which might make it difficult for humans to empathize with the 
robot after a number of interactions. The research presented in this paper tests five cognitive biases, 
such as, misattribution, empathy gap, Dunning-Kruger effects, self-serving and humors effects on a 
life-size humanoid robot, see Figure 1, and compare the results with non-biased interactions to find out 
participant’s preferences to the interactions.

According to Breazeal (2001), a social robot should be socially intelligent and should have sufficient 
social knowledge. To develop social intelligence in social robots, researchers study various methods to 
allow a robot to adapt to human-like behaviour based social roles. Some of these more popular methods 
suggest developing human-like attributes in robots, such as, trait based personality attributes, gesture 
and emotions expressions, anthropomorphism. Dautenhahn (2009) investigated the identifying links 
between human personality and attributed robot personality where the team investigated human and 
robot personality traits as part of a human-robot interaction trial. Lee (2006) showed that developing 
cognitive personality and trait attributes in robots can make it more acceptable to humans, also express-
ing emotions and mood changing in interactions can help to make the attachment bond stronger between 
user and the robot. Meerbeek et al (2009) designed interactive personality process in robots which was 
based on Duffy’s anthropomorphism idea. Duffy (2003) suggested that anthropomorphic or lifelike 
features should be carefully designed and should be aimed at making the interaction with the robot 
more intuitive, pleasant and easy. Reeves and Nass (1996) argued that users usually show biased driven 
certain personality traits to machines (PC & others). Later in 2008, Walters et al investigated people’s 
perceptions based on robot appearances and associated attention-seeking features in video-based Hu-
man Robot Interaction trials. In the recent years, Moshkina et al (2011) in Samsung Research Lab has 
developed a cognitive model which includes traits based personality, attitudes, mood and emotions in 
robot (TAME) to get humanlike responses.

The above studies discuss various approaches to making a robot more human-like so that it would be 
easy for people to interact with the robots. However, researchers argue that it is challenging for a robotic 
system to become relevant and highly individualized to the special needs of each user in the particular 
beneficiary population (Tapus A, 2007). However, to develop the robot more personal and make their 
responses much humanlike we propose to develop humanlike different cognitive biases in robots. As 
such, we investigate this different and unique approach, which is by applying selected cognitive bias to 
provide a more humanlike interaction. Scientists suggested that cognitive biases have reasonable amount 
of influence in human’s characteristics and behaviours (A Wilke, 2012). Haselton (2005) suggested that 
people behaves uniquely which is largely influenced by individual’s thinking, genetics, social norms, 
culture and needs. Kahneman (1972) suggested that human thinking is affected by a variety range of biases 
which influence humans in making various decisions and judgements which sometime can be fallible 
(making mistakes, forgetfulness, misunderstanding, arrogance, over excitement, idiotic behaviours and 
others). Such behaviours are common in people and we observe and experience such behaviours in daily 
life. In our understanding, the differences in cognitive thinking which are influenced by various biases 
affect to make the individual’s interactions unique, natural and humanlike. But in developing humanlike 
robots, we sometimes ignore such facts and make the robot without such humanlike behaviours. These 
cognitive biased behaviours (e.g. forgetfulness, making mistakes etc.) have not been tested in robots and 
long-term human-robot interactions yet. In our research, we develop few of the cognitive biases in the 
humanoid robot MARC and find out the effects of biases in human-robot interactions.



 

 

25 more pages are available in the full version of this document, which may

be purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/can-cognitive-biases-in-robots-make-more-

likeable-human-robot-interactions-than-the-robots-without-such-

biases/222487

Related Content

Analysis of Human Emotions Using Galvanic Skin Response and Finger Tip Temperature
G. Shivakumarand P. A. Vijaya (2011). International Journal of Synthetic Emotions (pp. 15-25).

www.irma-international.org/article/analysis-human-emotions-using-galvanic/52754

Understanding the Human-Machine Interface in a Time of Change
Erica Orange (2014). Robotics: Concepts, Methodologies, Tools, and Applications  (pp. 1721-1737).

www.irma-international.org/chapter/understanding-the-human-machine-interface-in-a-time-of-change/84971

Computational Analytical Framework for Affective Modeling: Towards Guidelines for Designing

Computational Models of Emotions
Eva Hudlicka (2015). Handbook of Research on Synthesizing Human Emotion in Intelligent Systems and

Robotics (pp. 1-62).

www.irma-international.org/chapter/computational-analytical-framework-for-affective-modeling/127554

Efficient Energy Saving Cryptographic Techniques with Software Solution in Wireless Network
Alka Prasad Sawlikar, Zafar Jawed Khanand Sudhir Gangadharrao Akojwar (2016). International Journal of

Synthetic Emotions (pp. 78-96).

www.irma-international.org/article/efficient-energy-saving-cryptographic-techniques-with-software-solution-in-wireless-

network/178522

Mecha-Media: How Are Androids, Cyborgs, and Robots Presented and Received Through the

Media?
Roger Andre Søraa (2018). Androids, Cyborgs, and Robots in Contemporary Culture and Society (pp. 96-

119).

www.irma-international.org/chapter/mecha-media/189297

http://www.igi-global.com/chapter/can-cognitive-biases-in-robots-make-more-likeable-human-robot-interactions-than-the-robots-without-such-biases/222487
http://www.igi-global.com/chapter/can-cognitive-biases-in-robots-make-more-likeable-human-robot-interactions-than-the-robots-without-such-biases/222487
http://www.igi-global.com/chapter/can-cognitive-biases-in-robots-make-more-likeable-human-robot-interactions-than-the-robots-without-such-biases/222487
http://www.irma-international.org/article/analysis-human-emotions-using-galvanic/52754
http://www.irma-international.org/chapter/understanding-the-human-machine-interface-in-a-time-of-change/84971
http://www.irma-international.org/chapter/computational-analytical-framework-for-affective-modeling/127554
http://www.irma-international.org/article/efficient-energy-saving-cryptographic-techniques-with-software-solution-in-wireless-network/178522
http://www.irma-international.org/article/efficient-energy-saving-cryptographic-techniques-with-software-solution-in-wireless-network/178522
http://www.irma-international.org/chapter/mecha-media/189297

