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ABSTRACT

With the drastic growth of the Internet and the advance of hardware and software technologies, the enterprise information systems supporting business operations and functions have become more and more complex. The need of monitoring the behavior of such systems is becoming apparent, since it allows detecting problems early and resolving them before they become fatal and affect business seriously. In addition to covering the concept and related technologies of various monitoring approaches and their corresponding advantages and disadvantages, this article illustrates how self-healing application monitoring can facilitate the performance and availability management of Java based enterprise applications. The creating of enterprise strength monitoring solutions, together with the criteria of monitoring technology adoption and vendor selection, is also presented in this article.
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INTRODUCTION

Application monitoring is essential for observing and improving the performance and availability of enterprise applications which are usually large-scale, distributed, multi-tiered and complicated. In general, the monitoring process should be carried out with appropriate techniques and mechanism to examine and control the applications for serving the needs of businesses. In terms of business needs, people’s life and living styles have been, in recent years, deeply influenced by the Internet and the World Wide Web, which enable electronic commerce (EC) for companies and their business partners to conduct business and perform electronic transactions. In addition to the purchase of products and services over the Internet, EC also encompasses all electronically conducted business activities, operations, and transaction processing within and cross companies. Through EC, companies can alleviate constraints (upon time, space and cost) to
enhance the way they connect to and interact with their EC counterparts by serving customers and collaborating with business partners electronically and intelligently. However, to catch this revolutionary opportunity offered by EC, enterprises are facing complex challenges. “Cost-effectively protecting the availability of mission-critical applications has as much to do with business planning than with technical capability,” and “A solid decision-making process must be followed to remove the fear factor from the equation”, stated by Meta Group (Garry, 2004), may serve as examples of such highly important challenges in ensuring a responsive management of EC applications.

Availability is defined as a function of mean time between failures (MTBF) and mean time to repair (MTTR) (Zimmerman, Yuhanna, Heffner, Schreck, Rankine, & Garbani, 2004). It is calculated much like a probability of failure, using the following formula:

\[
\text{Availability} = \frac{\text{MTBF}}{\text{MTBF} + \text{MTTR}}
\]

In an IT system, the application availability is the result of the aggregation of all the availability factors of all architectural components supporting the application. This aggregation differs whether the components are serial or parallel, and it is a commonly agreed goal that single points of failure (in terms of considering serial components) tend to be avoided, and critical components are doubled or clustered (in terms of building parallel components). The Information Technology Infrastructure Library (ITIL), which is the most widely accepted approach to IT service management in the world, provides a set of service management best practices which include availability management (Behr, Kim, & Spafford, 2005). According to ITIL, availability management ensures that users can use IT services when they need them, at the level agreed to in the Service Level Agreement (SLA), by managing factors such as the reliability, complexity, serviceability, and maintainability of software, hardware, contracts and procedures.

The definition of what highly available means with respect to a particular application is crucial in determining what problem is really being solved. If the application is performing poorly, it might be considered unavailable by its users. If mobile users cannot connect because the phone organization’s cable is accidentally cut, the application is unavailable. If a table in the database is currently off-line, the entire application could be unavailable. From the users’ perspective, the answer may be different depending on when they connect, how they connect, and what they access. Therefore, every user has a different definition of “highly available”. In general, the user requirements for availability are defined in the SLAs, the agreements between business and IT departments on the major characteristics that application shall provide. Good SLAs should address availability and stability issues, as well as security, performance and others. The industry measures availability in nines (e.g., 99%, 99.99%, 99.999%), representing the percentage of time the application is deemed available throughout an entire year. Vendors use terms such as basic availability (95%—e.g., tape backup), enhanced availability (e.g., 99.9%—RAID disks), highly available (99.999%—application data protection), and fault tolerant (>99.9999%—life and death applications).

According to a survey conducted by Contingency Planning Research (Kembel, 2000), mission critical brokerage applications have much higher costs for downtime and require higher availability and performance requirements than retail applications. A later Contingency Planning Research survey conducted in 2001 found that 18% of the participating companies reported an hourly loss of downtime between $251,000 and $1,000,000, and another 8% of the companies reported an hourly downtime damage of over one million US dollars (Eagle Rock Alliance, 2001). According to Patterson (2002), a simple way to estimate cost of downtime can be summarized as follows:

\[
\text{Estimated Average Cost of one hour of downtime} = \]
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