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ABSTRACT

The increased availability of information and services has led to the affirmation of the internet involve-
ment for a large segment of the population. This implies a paradigm shift for computer security: users 
become less skilled and security aware, requiring easier interface to communicate with “the machine” 
and more specific and comprehensible security measures. These two aspects, which are complex and 
challenging, have significant reciprocal influence. In practice, it has proven very intriguing to study and 
propose effective trade-offs among them. This chapter focus on these aspects by analyzing the goals and 
state of the art of usability and security to understand where and how they might be effectively “aligned.”

INTRODUCTION

Recent decades have been characterized by the growth of information technologies in the private and 
public sectors. The positive impact that ICT has on job performance, as well as the expansion and creation 
of business opportunities for companies, count as the main drivers for this growth. This growth led to 
the proliferation of distributed applications and physical devices, and the diffusion of technologies that 
facilitate social participation and social interaction. All these applications, devices and interactions may 
contain important information, or give access to sensitive data, putting them at risk.

The rapid diffusion of technology has led to the reduction of active security monitoring, as well as 
the lack of technically competent people in control of applications and devices. Moreover, the increment 
in social interaction increases the damage other people can directly or indirectly cause. 
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Traditionally, security is only considered as strong as its weakest link, and people were considered 
as the weak links (Schneier, 2003). This thinking triggers a vicious circle. (Adam & Sasse, 1999) stated 
that users are informed as little as possible on security mechanisms took by IT departments, precisely 
because they are seen as inherently untrustworthy. Their work has shown that users were not sufficiently 
aware of security issues and tend to build their own (often inaccurate) models of possible security threats. 
Users have a low perception of threats because they lack the necessary information to understand their 
importance. According to (Sasse & al., 2001) blaming users for a security breach is like blaming human 
error rather than bad design. Security has, therefore, a human dimension that must be neither ignored nor 
neglected. The increase in the number of breaches may be attributed to designers who fail to sufficiently 
consider the human factor in their design techniques. Thus, to undo the Gordian knot of security, we 
must provide a human dimension to security.

BACKGROUND

Human-Computer Interaction (HCI) is a field concerned with the interaction between people and 
technology, and how this supports humans in completing tasks to achieve one of more specific goals. 
Traditionally, it has been involved in analyzing and improving usability.

HCI has been an active area of research since the 1980s. It has focused on improving the design of 
user interfaces, and helping users transforming their goals into productive actions for the computers. 
Improving user interfaces and usability is important because poorly designed interfaces increase the 
potential for human error. In particular, human behavior is largely goal-driven, therefore the execution of 
activities which help the users to achieve their goals is the main key to create a usable system. So, when 
a user “engages with a complex system of rules that change as the problem changes” (e.g. an interface 
does not present information clearly and coherently with a user mental model), it leads to “Cognitive 
Friction” (Cooper, 2004).

The “Cognitive Friction” is a by-product of the information age, and it is more evident in all the 
computing devices lacking a natural cause-effect relation between user input and device output, e.g. 
when similar inputs result in different outputs. 

When a person is dealing with the cognitive friction, ancestral mechanisms of the human being come 
into play. As result, in this case, users cannot be modeled as purely rational beings. Thus, to understand 
users’ behavior, and to appreciate how systems can be made usable, we need to consider the following 
factors:

•	 Users are driven by goals. People are naturally prone to pursuing goals. In achieving this, accord-
ing to Krug “every question mark adds to our cognitive workload, distracting our attention from 
the task at hand” (Krug, 2005). This, according to Norman (Norman, 2002), creates usability is-
sues, because it introduces the cognitive friction into play and leads users to make mistakes, which 
sometimes can also result into security flaws;

•	 Users do not read the instructions. Users proceed by trial and are not interested in reading manu-
als, instructions or documentation. For most of the users, it is not important to know how to do 
something, until the moment in which it is not necessary to use it (Krug, 2005);
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