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ABSTRACT

Technology has always allowed agents of war to separate themselves from the harm that they or their 
armed forces inflict with spears, bows and arrows, trebuchets, cannons, firearms, and other modern 
weaponry, all serving as examples of technologies that have increased the distance between belligerents 
and supposedly made warfare less sickening than the close-quarters combat of the past. This chapter 
calls into question the claims of some proponents of a ban moratorium on lethal autonomous weapons 
systems regarding a responsibility gap and contends that most implications associated with the intro-
duction of autonomous technologies can be resolved by recognizing that autonomy does not mean the 
elimination of a human influence on the battlefield and advocates for a black-box-type recorder to ensure 
compliance with just war theory and the laws of war.

INTRODUCTION

Despite strong opposition from various quarters, it remains an open question as to whether increas-
ing levels of autonomy and distancing in weapon systems will have any significant effect on states’ or 
individuals’ ability to meet ethical and legal obligations. As neither the law of armed conflict nor just 
war theory refers specifically to levels of autonomy systems or indeed the impact of technologically 
facilitated spatial-moral distancing, the obligations which states currently bear in relation to the use of 
those systems with a degree of autonomy are those which apply to use of any weapon system that is 
not, by its nature, illegal or immoral. There are, of course, weapon systems in use today that arguably 
conform to the commonly accepted definitions of ‘autonomous’, such as the defensive and offensive 
close-in-weapon systems commonly installed on naval warships for detecting and destroying missiles 
and aircraft, as well as similar systems which are all capable of identifying targets of interest and firing 
without needing human input at the point of action execution. Not only are such weapon systems in use 
today, there are no serious claims that the use of such systems in armed conflict is intrinsically illegal 
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or immoral. This chapter focuses on the trail of humanity tied to the development of distancing weapons 
and argues that more advanced systems, capable of complex behaviour in less predictable environments, 
while perhaps morally problematic in that they facilitate moral distancing and disengagement, would 
not reach the threshold beyond which our existing normative instruments and frameworks cannot ad-
equately account for their use. The fundamental tendency obscuring the capacity of the relevant instru-
ments to deal with the challenge of what are, in fact, little more than semi-autonomous weapons, is that 
through which stakeholders attribute blame to technology, rather than the people deciding how to use 
the technology. Such arguments are often labelled ‘too reductive’, but such claims are argued to be, at 
best, counterproductive, and, at worst, nonsensical. The actual task, it is argued and partly addressed 
here, is to identify the places in which compliance with the existing frameworks will be challenged as 
levels of autonomy on the battlefield increase. The main responsibility in this regard, it is suggested, is 
to focus on those areas throughout the lethal autonomous weapon systems product life cycle in which 
direct human-interaction takes places and to record said interaction.

THE ROLE OF THE INDIVIDUAL IN MODERN CONFLICT

While many of the campaigns to halt the development of lethal ‘autonomous’ weapons systems choose 
to focus on high-level decision makers, as they are central to the initial decision to develop said systems 
and engage them in warfare, it is, in fact, the individual who defends his state and society by operating, 
designing or engineering increasingly autonomous weapon systems that must be most unconditional 
in exercising moral restraint and adhering to just war theory. Michael Ignatieff (1998) writes that more 
than any other warmaking agential group, it is the soldiers who actually conduct war that have the most 
influence on its outcomes and the ability to introduce the moral component that regulates warfare and 
justifies it as a step toward a better state of peace. In his words, ‘the decisive restraint on inhuman practice 
on the battlefield lies within the warrior himself – in his conception of what is honourable or dishonour-
able for a man to do with weapons’ (Ignatieff 1998, p. 118). Ironically, soldiers are the primary agents of 
both physical violence and compassion and moral arbitration in war. As Darren Bowyer (1998) remarks, 
they deliver ‘death and destruction one moment...[and deal] out succour to the wounded (of both sides) 
and assistance to the unwittingly involved civilian population, the next’ (p. 276). Of course, the intended 
definition of ‘soldier’ and ‘warrior’ is today changing. We more commonly refer to airmen and women 
when referring to low-level semi-autonomous systems and, increasingly, contractors, engineers and de-
signed others involved in the technological practice enabling more highly autonomous systems and who 
are, more or less directly, also involved in the wielding of lethal power. The specific concern examined 
here is whether, with each shift in the definition of the word ‘soldier’ or indeed ‘warfighter’, and in al-
lowing individuals to fight and participate in/facilitate killing via a technologically mediated proxy and 
increasingly indirect algorithmic means, we may, through a process of psycho-moral disengagement and 
emotional desensitisation lower their ability or willingness to exercise restraint and compassion in war-
fare and adhere to the moral laws of war and/or, with the more autonomous systems, render completely 
useless the principles of discrimination and proportionality, and others enshrined within just war theory. 
It will be argued that the development of autonomy in weapon systems in some ways tracks unethical 
decision-making and/or lowers barriers to killing, and that it is the human involvement in warfare that 
we can never eliminate and which results in these undesirable consequences at the lower end of the 
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