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ABSTRACT

Modern data centers house tens of thousands of servers in complex layouts. That requires sophisticated 
reporting – turning available terabytes of data into information. The classical approach was introduced 
decades ago to handle a small number of lightly connected computers. Today, we also need to identify 
problematic groups of servers, strange patterns in load, and changes in composition with minimal hu-
man involvement. The authors show how, as a single concept, entropy can describe multiple aspects of 
system use. Entropy is well grounded in physics, used in economics, and the authors extend it to large 
computer systems.

INTRODUCTION

Complexity and scale of computer systems keeps growing. A modern server has over 2000 performance 
counters which are relevant to the description of its state and usage – that applies to both Windows and 
UNIX servers. For one server we can select a smaller subset of counters requiring monitoring, but if we 
have several servers running different applications the size of the monitoring set grows quickly. Modern 
data centers house tens of thousands of servers in complex layouts. Global provision of services requires 
tens of datacenters - and many such data centers are required for global provisioning of services. That 
generates a large volume of data – but, more importantly, this data is both complex and not easily trac-
table by traditional methods.

The costs of the infrastructure so large run into hundreds of millions of dollars per data center and 
efficient use of that infrastructure requires sophisticated reporting management. That, in turn, requires 
turning available (terabytes) of data describing system use into information.

Computer system performance analysis and capacity planning started decades ago with a single 
mainframe. Then we have moved to multiple mainframes and groups of servers. That was followed by 
multiple virtual machines running on a single server. The current stage – cloud computing - is, in ef-
fect, an operating system controlling execution of processing on clusters of servers and cluster groups.
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We need to consider both traditional system descriptors as well as the new ones arising from the 
handing server groups and virtualization. Examples of the need for new descriptors include effects of 
competition for disk bandwidth between multiple virtual machines running on the same server and shar-
ing physical disks - or similar competition for network rack switches between virtual machines deployed 
to the same rack of servers.

Performance analysts and capacity planners have to deal with information explosion in two different 
dimensions. The first one is related to the scale of modern web services, when datacenters containing 
tens of thousands of servers are providing thousands of services – thus we have data from a single server 
multiplied. The second dimension is growing layering and complexity of the underlying data.

Most complexity in this dimension is coming from the number of servers. The second dimension is 
the virtualization and cloud artifacts – consideration of deployment strategy for virtual machines, consid-
eration of migration options for virtual machines to other servers or clusters and management of whole 
clusters of servers. To manage such information explosion we need descriptors of overall system usage 
that are on higher conceptual level than direct performance counters, like processor utilization, number 
of disk operations, memory bytes used, packets transferred through a network and other performance 
counters of this type.

Classical methods of describing and analyzing the use of computer systems were introduced decades 
ago (Lazowska, 1984), (Jain, 1991) and designed to handle a small number of lightly connected comput-
ers. Introduction of new methods is forced by the need to handle problems arising from the growing size 
and complexity of new systems – operations in such system require higher-level descriptors.

An example of such a higher-level descriptor is Performance Impact Factor (PIF) introduced in (Lo-
boz, 2009). For servers the average processor utilization is frequently misleading, because a low daily 
average can hide occasional spikes during the day – and such spikes may create reduced response time 
with disastrous consequences to service level agreements. PIF was designed to summarize in one number 
existence of such spikes. That replaces the need for looking at daily load charts – clearly impractical 
even with thousands of servers. In effect PIF transforms the data from performance counter space to 
performance impact space. That simplifies analysis of a large number of servers, because PIF is a one-
number summary and captures the information not easily discernible from the original counters. PIF 
does not replace the traditional utilization description – it augments it and aggregates it so handling of 
a very large number of servers becomes practical.

Another example of a scalable aggregating descriptor is Capacity Utilization Factor introduced in 
(Loboz, 2010). It allows comparison of usage levels between servers with different hardware and between 
groups of such servers.

Describing usage of a system consisting of tens of thousands of computers with classical descriptors, 
like utilization coefficients or response times, is still necessary. However, with at the current scale and 
complexity we need to do much more. We must identify problematic groups of servers, strange patterns 
in load, discover changes in composition of customers, classify historical use - and do that with minimal 
human involvement. That requires new descriptors and approaches.

This paper outlines an approach to describe many aspects of system use with one concept: entropy. 
The concept is well grounded in science (statistical physics) and also used in economics (distribution of 
wealth). Here we show how to describe aspects of use of large and small computer systems - aspects as 
varied as composition of customers, imbalance in disk usage, spikes in load, geographical differentiation 
in growth etc. Use of a single underlying concept, instead of a multitude of descriptors based on different 
approaches, reduces both learning and application overhead. In addition entropy-based descriptors have 
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