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ABSTRACT

Predicting patterns to extract knowledge can be a tough task but it is worth. When you want to accom-
plish that task you have to take your time analysing all the data you have and you have to adapt it to 
the algorithms and technologies you are going to use after analysing. So you need to know the type of 
data that you own. When you have finished making the analysis, you also need to know what you want 
to find out and, therefore, which methodologies you are going to use to accomplish your objectives. At 
the end of this chapter you can see a real case making all that process. In particular, a Classification 
problem is shown as an example when using machine learning methodologies to find out if a hospital 
patient should be admitted or not in Cardiology department.

INTRODUCTION

In this chapter we roughly discuss how to derive conclusions from hospital admission data. We describe 
a process to identify patterns in the data as well as the description of several concepts needed to carry 
out that objective. We use different Big Data analytics techniques to achieve our goal. Big Data ana-
lytics allowed us to uncover hidden patterns and unknown correlations to start working with available 
datasets. Then, we are able to improve the operational efficiency and obtain business benefits, in order 
to follow a system of work. Similar conclusions were reached according to (Powers, Meyer, Roebuck, 
& Vaziri, 2005), where they use advanced econometric cost modelling techniques to predict healthcare 
costs using pharmacy data.

Initially, it is advisable to make a study of correlation indexes from the attributes we are going to 
use. These indexes will give us a better idea about the most appropriate attributes and will allow us to 
obtain conclusions with the selected dataset.
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Once we have decided what are the answers we want to know and the type of study we want to ac-
complish, we need to begin studying the type of data and the type of structure that we have in our dataset. 
This means that an important part of the available time to develop the study was devoted to prepare our 
data for the algorithms we would use. For that reason, section 2 details the type of data we can find and 
how it usually appears.

After preparing the dataset environment, we needed to use the appropriate Machine Learning techniques 
depending on the type of data we had and on which conclusions we wanted to obtain. In the present day, 
other studies are using machine learning techniques to predict behaviours in health systems and they 
select their appropriate techniques to reach them. As an example of this, some researchers would like 
to know if patients are going to re-enter during the next twelve months as it is done in (Vaithianathan, 
Jiang, & Ashton, 2012), where they used multivariate logistic regression. Or, perhaps, they would like 
to predict hospital admissions depending on patient-specific medical history using several types of clas-
sification algorithms, according to Wuyang et al. (2015). Since several years ago, those techniques have 
gradually been introduced in different studies thanks to their effectiveness when making predictions, as 
we can observe in (Wuyang et al., 2015) too.

At the end of this chapter, we will describe the process followed in a real research with the dataset 
provided by a Spanish hospital. As we will see, while developing this research, the same procedure 
described in this chapter was followed to obtain the conclusions. In the following sections we describe 
everything that is required to carry out such research. Each technique permits to decide which algorithm 
is appropriated in each case. Specifically, in that research a “yes or no” question type was answered 
but it is extendable to other types of similar questions. All this also depends on what kind of informa-
tion we were treating with. In that case, it was generic data from the hospital information system. On 
that point, we needed to analyse the dataset to know what conclusions we can derive and what kind of 
answers we expect to obtain. In the mentioned research we had a supervised machine learning problem, 
because of the type of question we have to answer (which is of the “yes or no” type in this case). We 
studied a Classification problem because the results we wanted to obtain used labelled data. In that case 
we already had answers to the questions raised. In other words, we have a dataset where we know what 
happened previously and then we want to predict what is it going to happen in the next unknown cases. 
This can be observed in (Valverde, Tejada, & Cuadros, 2015), where the authors use some methodolo-
gies comparing several supervised Classification algorithms to predict and analyse feelings. As we have 
a dataset where we know what happened previously, we can split the dataset in two groups of data, one 
to train the learning algorithm and another one to use it lately in a testing process, avoiding the over-
fitting effect. In this way, after the training and testing process, we can compare predicted results with 
real ones. That means that we can validate the selected algorithm and determine the success rate that it 
is obtained with its use. Finally, we can observe the best algorithms that can be used with that particular 
dataset. The rest of this chapter is organized as follows. Section 2 defines the types of data we can find 
in a dataset and how to classify them. It is important to know where to use it and how. In section 3 we 
describe machine learning techniques. We have to know when we should use supervised or unsuper-
vised learning methods to achieve the objectives that we had planned. Then, we talk about the different 
algorithms that can be used to predict our objectives according to the types of data that we have and to 
the type of technique. Section 4 describes the process followed in a recent research to find out potential 
assignments in a hospital department, being assisted by the different sections in this chapter. Finally, in 
sections 5 and 6, we find the conclusions and the references, respectively.



 

 

13 more pages are available in the full version of this document, which may

be purchased using the "Add to Cart" button on the publisher's webpage:

www.igi-global.com/chapter/predicting-patterns-in-hospital-admission-

data/182953

Related Content

Impact of the COVID-19 Lockdown on the Quality of Higher Education
Danis Amirov (2022). International Journal of Applied Research in Bioinformatics (pp. 1-8).

www.irma-international.org/article/impact-of-the-covid-19-lockdown-on-the-quality-of-higher-education/290340

Using Blockchain Technology, Artificial and Natural Neural Network in Bioinformatics
Lubov A. Belyanina (2019). International Journal of Applied Research in Bioinformatics (pp. 42-49).

www.irma-international.org/article/using-blockchain-technology-artificial-and-natural-neural-network-in-

bioinformatics/237200

Efficient Computational Construction of Weighted Protein-Protein Interaction Networks Using

Adaptive Filtering Techniques Combined with Natural Selection-Based Heuristic Algorithms
Christos M. Dimitrakopoulos, Konstantinos A. Theofilatos, Efstratios F. Georgopoulos, Spiridon

Likothanassis, Athanasios Tsakalidisand Seferina P. Mavroudi (2012). International Journal of Systems

Biology and Biomedical Technologies (pp. 20-34).

www.irma-international.org/article/efficient-computational-construction-weighted-protein/67104

Revealing the Origin and Nature of Drug Resistance of Dynamic Tumour Systems
Ricardo Santiago-Mozos, Imtiaz A. Khanand Michael G. Madden (2010). International Journal of

Knowledge Discovery in Bioinformatics (pp. 26-53).

www.irma-international.org/article/revealing-origin-nature-drug-resistance/49548

Four Long-Chain Acyl-Coenzyme A Synthetase Genes that Might be Involved in the

Biosynthesis of Lipids in Brassica Napus
Fuge Zhu, Xiaoli Tan, Juan Li, Mingyu Weiand Lili Yu (2011). Interdisciplinary Research and Applications in

Bioinformatics, Computational Biology, and Environmental Sciences (pp. 83-91).

www.irma-international.org/chapter/four-long-chain-acyl-coenzyme/48367

http://www.igi-global.com/chapter/predicting-patterns-in-hospital-admission-data/182953
http://www.igi-global.com/chapter/predicting-patterns-in-hospital-admission-data/182953
http://www.irma-international.org/article/impact-of-the-covid-19-lockdown-on-the-quality-of-higher-education/290340
http://www.irma-international.org/article/using-blockchain-technology-artificial-and-natural-neural-network-in-bioinformatics/237200
http://www.irma-international.org/article/using-blockchain-technology-artificial-and-natural-neural-network-in-bioinformatics/237200
http://www.irma-international.org/article/efficient-computational-construction-weighted-protein/67104
http://www.irma-international.org/article/revealing-origin-nature-drug-resistance/49548
http://www.irma-international.org/chapter/four-long-chain-acyl-coenzyme/48367

