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ABSTRACT

The balanced hypercube is a variant of the hypercube structure and has desirable properties like 
connectivity, regularity, and symmetry. The cycle is a popular interconnection topology and has been 
widely used in distributed-memory parallel computers. Moreover, parallel algorithms of cycles have 
been extensively developed and used. The problem of how to embed cycles into a host graph has 
attracted a great attention in recent years. However, there is no systematic method proposed to generate 
the desired cycles in balanced hypercubes. In this paper, the authors develop systematic linear time 
algorithm to construct cycles and Hamiltonian cycles for the balanced hypercube.

Keywords
Balanced Hypercube, Double Reflected Edge Label Sequence, Embedding, Hamiltonian Cycle, Generalized 
Gray Code

1. INTRODUCTION

The balanced hypercube, a variation of the hypercube with better properties than the hypercube with 
the same number of vertices, was proposed by Wu and Huang (1997). The balanced hypercube is an 
edge transitive and vertex transitive graph. More desirable properties of balanced hypercubes were 
studied. This topic has been covered many times in past studies. Huang and Wu (1995) have shown 
that the balanced hypercube can be implemented at least as efficient as the standard hypercube in 
an area layout and more efficient in a linear layout. Huang and Wu (1997) have studied the resource 
placement problem in balanced hypercubes. Xu, Hu, and Xu (2007) have proved that the balanced 
hypercubes is Hamiltonian laceable. Yang (2010) has proposed that the balanced hypercube is edge-
bipancyclic and Hamiltonian laceable.

A path or cycle structure is a fundamental network for multiprocessor systems and suitable for 
developing simple algorithms with low communication costs. Several efficient algorithms have been 
designed with respect to cycle structures for solving a variety of algebraic problems, graph problems, 
and some parallel applications, such as those in image and signal processing (Akl 1997). In the article 
by Baoyuan and Yizhou, the authors have studied efficient GPU-based parallel algorithms for H-tree 
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based data cube operations. Jianxin, Qilong and Jianer (2011) have studied the k-path problem. 
Leighton (1992) has proposed some parallel algorithms and Architectures.

To carry out a cycle structure algorithm on a multiprocessor computer, the processes of the 
parallel algorithm need to be mapped to the vertices of the interconnection network in the system 
so any two adjacent processes in the cycle are mapped to two adjacent vertices of the network. With 
regard to cycle embedding of interconnection networks, many interesting results have been obtained 
(Chang, Sung, & Hsu, 2000; Cheng, Hao, & Feng, 2014; Chen, Lai, & Tsai, 2010; Chen, Hsu, & 
Tan, 2006; Fan, Lin, & Jia, 2005; Fan, Jia, & Lin, 2008; Hao, Zhang, Feng, & Zhou, 2014; Kueng, 
Lin, Liang et al., 2008; Li, Peng, & Chu, 2002; Wang, 2008).

In particular, Zheng and Latifi (1997) introduced the notion of the reflected edge label sequences 
and proposed a kind of codeword, termed the generalized Gray code. In this paper, we extend the 
concepts of reflected edge label sequences and cycle patterns in Chen et al. (2010), Zheng and Latifi 
(1997), then propose, efficient algorithms for embedding cycles in balanced hypercubes.

The rest of this paper is organized as follows. First, we present the background and definitions 
relating to the balanced hypercube in Section 2. In Section 3, we propose alternated edge label 
sequence, reflected edge label sequence, double reflected edge label sequence, complete reflected 
edge label sequence, and independent alternated permutation, then demonstrate how to embed cycles 
employing each in the balanced hypercube. Finally, we propose zero alternated permutation and study 
how to construct Hamiltonian cycles using it in Section 4. The conclusion is given in the final section.

2. PRELIMINARIES

In this section we give the basic graph-theory definitions relevant to this paper. The topology of an 
interconnection network is conveniently represented by an undirected simple graph G V E= ( ), � , 
where V V G= ( )  and E= ( )E G  are the vertex set and the edge set of G , respectively. Throughout 
this paper, the terms graph and network are used interchangeably. Moreover, the terms node and 
vertex are used interchangeably. For graph terminology and notation not defined here we refer the 
reader to Leighton (1992) and Xu (2001).

A walk in a graph is a finite sequence ω: λ λ λ λ
0 1 1 2 1
, , , , , , ,e e e

l l
…( )− l

 whose terms are alternately 
vertices and edges so, for 1 ≤ i ≤ l, the edge e

i
 has ends λ

i−1
 and λ

i
, thus each edge e

i
 is immediately 

preceded and succeeded by the two vertices with which it is incident. In particular, a walk ω is called 
a path if all internal vertices, λ

i
 for 1 ≤ i ≤ l − 1, of the walk ω are distinct. The first vertex λ

0
 of 

ω is called its start vertex, and the vertex λ
l
 is termed the last vertex. Both are called end-vertices of 

the path ω. For simplicity, the path ω is also denoted by λ λ λ
0 1
, , ,…( )i . If �λ λ

0
=

l
, ω is called a 

cycle. A cycle traversing each vertex of G  exactly once is a Hamiltonian cycle.
Wu and Huang (1997) have defined an n-dimensional balanced hypercube, denoted by  BH

n
, 

as follows.

Definition 1.  An n-dimensional balanced hypercube  BHn  consists of  22n  nodes  
a a a a a a

i i i n0 1 1 1 1
, , , , , , ,… …( )− + − , where a i n

0
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connects the following 2n nodes:
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