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IntroductIon

Today’s information systems are expected to be highly avail-
able and trustworthy — that is, they are accessible at any time 
a user wants to, they always provide correct services, and 
they never reveal confidential information to an unauthorized 
party. To meet such high expectations, the system must be 
carefully designed and implemented, and rigorously tested 
(for intrusion prevention). However, considering the intense 
pressure for short development cycles and the widespread 
use of commercial off-the-shelf software components, it is 
not surprising that software systems are notoriously imper-
fect. The vulnerabilities due to insufficient design and poor 
implementation are often exploited by adversaries to cause 
a variety of damages, for example, crashing of the system, 
leaking of confidential information, modifying or deleting 
of critical data, or injecting of erroneous information into 
a system.

This observation prompted the research on intrusion 
tolerance techniques (Castro & Liskov, 2002; Deswarte, 
Blain, & Fabre, 1991; Verissimo, Neves, & Correia, 2003; 
Yin, Martin, Venkataramani, Alvisi, & Dahlin, 2003). Such 
techniques can tolerate intrusion attacks in two respects: (1) 
a system continues providing correct services (may be with 
reduced performance), and (2) no confidential information 
is revealed to an adversary. The former can be achieved by 
using the replication techniques, as long as the adversary 
can only compromise a small number of replicas. The latter 
is often built on top of secrete sharing and threshold cryp-
tography techniques. Plain replication is often perceived 
to reduce the confidentiality of a system, because there are 
more identical copies available for penetration. However, 
if replication is integrated properly with secrete sharing and 
threshold cryptography, both availability and confidentiality 
can be enhanced.

Background

In this section, we introduce some basic security and de-
pendability concepts and techniques related to intrusion 
tolerance. A secure information system is one that exhibits 
the following properties (Pfleeger & Pfleeger, 2002):

• Confidentiality: Only authorized users have access 
to the information.

• Integrity: The information can be modified only by 
authenticated users in authorized ways. Any unauthor-
ized modification can be detected.

• Availability: The information is available whenever 
a legitimate user wants to access it.

Confidentiality is often ensured by using encryption, 
authentication, and access control. Encryption is a reversible 
process that scrambles a piece of plaintext into something 
uninterpretable. Encryption is often parameterized with a 
security key. To decrypt, the same or a different security 
key is needed. Authentication is the procedure to verify 
the identity of a user that wants to access confidential data. 
Access control is used to restrict what an authenticated user 
can access.

Information integrity can be protected by using secure 
hash functions, message authentication code (MAC), and 
digital signatures. For data stored locally, including the 
application binary files, a checksum is often used as a way 
to check data integrity. The checksum can be generated by 
applying a one-way secure hash transformation on the data. 
Before the data is accessed, one can verify its integrity by 
recomputing the checksum and comparing it with the original 
one. The integrity of a message transmitted over the network 
can be guarded by a MAC. A MAC is generated by hash-
ing on both the original message and a shared secret key. If 
it is tampered with, the message can be detected in a way 
similar to that for the checksum. For stronger protection, a 
message can be signed by the sender. A digital signature is 
produced by first hashing the message using a secure hash 
function, and then encrypting the hash using the sender’s 
private key.

High availability is achieved by using replication, check-
pointing, and recovery techniques. Replication is a technique 
that relies on running redundant copies of an application so 
that if one copy fails, the services can be provided by the 
remaining copies. Checkpointing means to take a snapshot 
of the state of a replica. The saved state can be used to bring 
a new or a restarted replica up to date. Checkpointing is also 
useful to avoid log buildup (when a checkpoint is taken, all 
previous logs can be garbage collected). Recovery techniques 
concern the tasks of removing faulty replicas, repairing them, 
and reintegrating them back to the system.
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IntruSIon tolerance technIQueS

Intrusion tolerance is built on two fundamental techniques: 
replication and secret sharing/threshold cryptography 
(Deswarte et al., 1991). In the context of intrusion tolerance, 
a very general fault model must be used because a compro-
mised replica might exhibit arbitrary faulty behaviors. Such 
a fault model is often termed as Byzantine fault (Lamport, 
Shostak, & Pease, 1982).

Byzantine Fault tolerance

An intrusion attack might bring a service down or compromise 
the integrity of a service. An effective defense is to introduce 
redundancy into the system — that is, to replicate critical 
components in the system. Assuming that an intrusion attack 
can only penetrate a small fraction of the replicas, the service 
availability and integrity can be preserved by the remaining 
correct replicas. However, achieving this goal is not trivial 
— we must ensure consistent execution of all correct replicas 
despite the attacks launched by faulty replicas.

A Byzantine faulty replica may use all kinds of strategies 
to prevent the normal operations of the replicated service, in 
particular, it might propagate conflicting information to other 
replicas or components that it interacts with. To tolerate f 
Byzantine faulty replicas in an asynchronous environment, 
we need to have at least 3f+1 number of replicas (Castro 
& Liskov, 2002). An asynchronous environment is one that 
has no bound on processing times, communication delays, 
and clock skews. Internet applications are often modeled as 

asynchronous systems. Usually, one replica is designated as 
the primary and the rest are backups.

There are two different approaches to Byzantine fault 
tolerance. In a Byzantine quorum system (Malkhi & Reiter, 
1997), read and write operations issued by some clients are 
applied on a set of data items (which consists of the state of a 
service). It is assumed that the read and write operations are 
synchronized. A read operation retrieves information from 
a quorum of correct replicas, and a write operation applies 
the update to a quorum of correct replicas. In a system with 
3f+1 replicas, a quorum can be formed by 2f+1 replicas so 
that any two quorums overlap by at least f+1 replicas, among 
which at least one is not faulty. This guarantees the correct 
operations of the quorum-based system.

A more general method is the state-machine-based ap-
proach (Schneider, 1990), in which a replica is modeled as 
a state machine. The state change is triggered by remote 
invocations on the methods offered by the replica. This ap-
proach is applicable to a much wider range of applications. 
Consider a client server application where the server is 
replicated using the state-machine-based approach (Castro & 
Liskov, 2002). The client first sends its request to the primary 
replica. The primary then broadcasts the request message 
to the backups and also determines the execution order of 
the message. To prevent a faulty primary from intentionally 
delaying a message, the client starts a timer after it sends 
out a request. It waits for f+1 identical replies from different 
replicas. Because at most f replicas are faulty, at least one 
reply must come from a correct replica. If the timer expires 
before it receives a correct reply, the client broadcasts the 

Figure 1. The Byzantine agreement problem: To tolerate a single Byzantine fault, four replicas are needed. (a) If the com-
mander (i.e., primary replica) is faulty, he may send conflicting information to its lieutenants (i.e., backup replicas). However, 
the lieutenants can exchange information regarding what they heard from the commander and reach the correct decision 
(attack) based on majority voting. (b) On the other hand, if a lieutenant is faulty, he may lie to other lieutenants regarding 
the information he has heard from the commander. Other lieutenants can still reach a correct decision based on majority 
voting. Reducing the number of replicas to three cannot guarantee an agreement among the correct replicas.
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