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Basic Concepts for 
Game Theory

ABSTRACT

Game theory has been variously described as the science of strategy or that of conflict resolution. At its 
core, it has the characteristics of a mathematical construct: a clear set of concepts and assumptions, 
fundamental theorems, and applications to real world issues. The fact that the issues in question are 
mostly the domains of the social sciences, however, places game theory in a peculiar position compared 
to other mathematical and scientific disciplines. Following von Neumann and Morgenstern’s book, it 
is customary to analyze what we call game situations by using parlor games—already existing ones or 
ones specially constructed for this very purpose—as analytical models. This chapter does this.

INTRODUCTION

The past decade has witnessed a huge explosion 
of interest in issues that intersect network design 
and game theory. In recent times, algorithmic 
game theory has been one of the most high-profile 
growth areas in theoretical computer science and 
telecommunication (Wooldridge, 2012). Game 
theory is the mathematical theory of interactions 
between self-interested agents. In particular, it 
focuses on decision making in settings where each 
player’s decision can influence the outcomes of 
other players. In such settings, each player must 
consider how each other player will act in order to 
make an optimal choice. In game theory, ‘game’ 
means an abstract mathematical model of a multi-
agent decision making setting (Wooldridge, 2012).

In game theory, a modeling situation is defined 
as a game to predict the outcome of complex 
interactions among entities. Usually, a normal 
game form ( ) can be formulated with three 
parameters: the players, a strategy or action space 
for each player (i.e., strategy set), and conse-
quences of the actions (i.e., a set of payoffs). 
Mathematically,   can be defined as∈ {, {Si}
i∈, {ui}i∈}.

•	  is the finite set of players.
•	 Si is the set of strategies with player i.
•	 The utility function of player i (ui) can be 

represented as the degree of satisfaction 
received by player i as the function of the 
strategy it chooses, si, and the action of 
other players:
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Players are decision makers, who choose how 
they act. A player, such as a company, a nation, a 
wireless node, or even a biological species, may be 
independent and has to make specific actions that 
have mutual, possibly conflicting, consequences. 
Usually, players are assumed to be individually 
rational and act in a rational manner and try to 
ensure the best possible consequence according to 
their preferences. Strategy set is the collection of 
various actions available to the player. Each player 
has a number of possible actions and can choose 
an action to determine the resulting outcome of 
the game. Any kind of action of a player should be 
expressed with a suitable utility function, which 
maps every action to a real number. A payoff (or 
utility) function quantifies the satisfaction that a 
player can get from a particular action. Usually, 
utility of a player corresponds to the received 
payment minus the incurred cost. Based on the 
payoff, the outcome to the different players can be 
evaluated. Therefore, individual decision makers 
(i.e., players) try to find the best actions.

The most classic game theory example is the 
Prisoner’s Dilemma (“Prisoner’s dilemma,” n.d.). 
The prisoner’s dilemma is a canonical example of 
a game analyzed in game theory that shows why 
two individuals might not cooperate, even if it 
appears that it is in their best interests to do so. 
To put it simply, two prisoners are getting charged 
for a crime that they most likely did together, but 
the police aren’t sure. So, they set up a deal where 

they question each suspect privately, and they can 
choose to cooperate (i.e., claim they did not commit 
the crime) or betray (i.e., admit to committing the 
crime). The punishments are as follows:

1. 	 If one prisoner cooperates and the other 
betrays, the betrayer can be free while the 
cooperator must spend ten years in prison.

2. 	 If both prisoners cooperate, the police don’t 
want to risk wasting the lives of two innocent 
men, so give them each one year sentence.

3. 	 If both prisoners betray, they will be punished 
for their crime with a three year sentence.

If we were to draw a matrix to represent the 
prisoners’ payoffs, it would resemble Table 1.

If the other prisoner chooses to cooperate, 
betraying gives a better reward, and if the other 
prisoner chooses to betray then betraying also 
gives a better reward. Because betrayal always 
rewards more than cooperation, all purely rational 
self-interested prisoners would betray each other. 
Therefore, collaboration is dominated by betrayal 
in the classic version of the game. The interest-
ing part of this result is that pursuing individual 
reward logically leads the prisoners to both betray, 
even though they would get a better reward if 
they both cooperated. In this situation, the only 
rational choice for a sentence-minimizing prisoner 
is to betray, since this gives it a better outcome, 
whatever the other does. Hence both are worse 
off if both are rational than if both are irrational. 
Specifically, each individual gets a lighter sentence 

Table 1. Sample matrix for the prisoners’ payoffs 

Prisoner B Stays Cooperates Prisoner B Betrays

Prisoner A Stays Cooperates Each serves 1 year Prisoner A: 10 years 
Prisoner B: goes free

Prisoner A Betrays Prisoner A: goes free 
Prisoner B: 10 years

Each serves 3 years
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