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Simulation Optimization for 
Finite Parameter Space

INTRODUCTION

This chapter is a continuation of our chapter 
“Simulation Optimization Via Metamodeling 
Approach” found elsewhere in this volume. Here, 
we investigate Simulation Optimization (SO) 
techniques for finite parameter space. Again, 
we focus on discrete-event systems optimization 
for both continuous and discrete input variables 
(Nelson, 2010). By considering a finite param-
eter space of discrete input variables, we present 
multiple-comparison and, ranking-and-selection 
procedures, respectively.

BACKGROUND

We present the finite parameter space optimization 
studies in the literature in the relevant sub-sections 
below. Namely, each subsection below presents 
the relevant studies from the literature.

MULTIPLE COMPARISONS 
AND RANKING AND 
SELECTION PROCEDURES

In this section, we discuss multiple comparisons 
and ranking and selection procedures. These proce-

dures are useful when we have “few” alternatives to 
evaluate, say up to approximately 100 alternatives 
or when one selects say the top 15 alternatives 
that have been identified through an optimization 
procedure such as OptQuest, or through the use 
of a metamodel of the simulation model.

Two of the major factors to consider in the ap-
plication of these methodologies are 1) whether 
one is dealing with a terminating or a steady state 
simulation, and 2) which performance measure(s) 
is (are) being considered.

Teminating vs. Steady 
State Simulation

A terminating simulation is employed when there 
is a natural event that specifies the end of the 
simulation (Kelton et al., 2010). Often simula-
tion models of service systems (e.g., the closing 
time of a restaurant might be 12 midnight) or of 
projects (e.g., the simulation model is terminated 
at the time that the project is finished as either 
a success or a failure) are terminating in nature.

A steady state simulation is typically used when 
dealing with a manufacturing/logistics system 
(such as a factory or a supply chain), for which 
one is interested in the long run performance of 
the system. Even for a factory which operates 
on a single shift, since the system remains the 
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same from the end of one shift to the beginning 
of the next, a steady state analysis will usually 
be appropriate.

Analyzing a steady state simulation is typically 
more difficult than analyzing a terminating simula-
tion since with a steady state simulation one must 
be concerned with how the effects of the initial 
state of the system bias the system output and also 
with the run length of the simulation. Typically, 
one will use either the approach of truncated rep-
lications (Kelton et. al, 2010, p. 324) or batching 
in a single run (Kelton et. al, 2010, p.325) for a 
steady state analysis. With truncated replications, 
one obtains a single sample value of the relevant 
performance measure from each replication of 
the simulation, following an appropriate warm 
up period for the replication.

With batching, a single replication of the simu-
lation model is separated into sequential batches, 
again following an appropriate warm up period. 
One sample output is obtained from each batch. 
Of course, one must be sure to make the batches 
are large enough to make the correlation between 
the batches “small.”

With either approach (truncated replications or 
batching) an appropriate warm-up period (during 
which output data from the model is not used) 
must be estimated. The warm up period can dif-
fer from one alternative system to another. This 
warm-up period is determined through “eyeball-
ing” a plot over time of an output from the model 
such as “work in process,” or through the use of 
a more sophisticated method such as the one due 
to Welch (1983).

The advantage of truncated replications as 
compared to batching is that one can easily obtain 
independent samples; however, this is at the cost 
of having to waste the warm-up period output 
for each replication. In general, if computational 
effort is not a concern, truncated replications is 
recommended.

Performance Measures

Typically, a sample value for the performance 
measure is obtained from one replication, or from 
one batch of a replication of an alternative system. 
In performing the analysis, the analyst must make 
sure that the decision maker for the system is clear 
as to the meaning of the performance measure 
and as to its implications for system design and 
performance. For example, suppose that mean 
customer waiting time is the relevant performance 
measure. One sample value for this performance 
measure is determined by taking the average over 
the waiting times of several individual customers. 
Two alternative system designs (e.g., in terms of 
work schedules for the employees of a restaurant) 
may give the same actual values with respect to 
mean waiting times for customers, but quite dif-
ferent values with respect to the actual variances 
of the respective waiting times. If the decision 
maker is concerned with parameters of the dis-
tribution of customer waiting time in addition to 
mean value, then a performance measure such as 
fraction of customers exceeding a waiting time of 
greater than five minutes might be appropriate.

More specifically, in addition to a criterion 
involving the minimum/maximum value of the 
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Table 1. Alternatives

Alternative 1

Probability 0.2 0.5 0.2 0.1

Finish Time 3 weeks 4 weeks 5 weeks 8 weeks

Alternative 2

Probability 0.3 0.2 0.2 0.3

Finish Time 3 weeks 4 weeks 5 weeks 8 weeks
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