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INTRODUCTION

Traditionally, the application of a neural network 
(Haykin, 1999) to solve a problem has required to fol-
low some steps before to obtain the desired network. 
Some of these steps are the data preprocessing, model 
selection, topology optimization and then the training. 
It is usual to spend a large amount of computational 
time and human interaction to perform each task of 
before and, particularly, in the topology optimization 
and network training. There have been many propos-
als to reduce the effort necessary to do these tasks 
and to provide the experts with a robust methodology. 
For example, Giles et al. (1995) provides a construc-
tive method to optimize iteratively the topology of a 
recurrent network. Other methods attempt to reduce 
the complexity of the network structure by mean of 
removing unnecessary network nodes and connections 
like in (Morse, 1994). In the last years, evolutionary 
algorithms have been shown as promising tools to 
solve this problem, existing many competitive ap-
proaches in the literature. For example, Blanco et al. 
(2001) proposed a master-slave genetic algorithm to 
train (master algorithm) and to optimize the size of the 
network (slave algorithm).  For a general view of the 
problem and the use of evolutionary algorithms for 
neural network training and optimization, we refer the 
reader to (Yao, 1999).

Although the literature about genetic algorithms 
and neural networks is very extensive, we would like 
to remark the recent popularity of multi-objective 
optimization (Coello et al., 2002, Jin, 2006), spe-
cially to solve the problem of simultaneous training 
and topology optimization of neural networks. These 
methods have shown to perform suitably for this task 
in previous works, although most of them are proposed 
for feedforward models. They attempt to optimize the 

structure of the network (number of connections, hid-
den units or layers), while training the network at the 
same time. Multi-objective algorithms may provide 
important advantages in the simultaneous training and 
optimization of neural networks: They may force the 
search to return a set of optimal networks instead of a 
single one; they are capable to speed-up the optimization 
process; they may be preferred to a weight-aggregation 
procedure to cover the regularization problem in neural 
networks; and they are more suitable when the designer 
would like to combine different error measures for the 
training. A recent review of these techniques may be 
found in (Jin, 2006).

BACKGROUND

Multi-objective algorithms have become popular in 
the last years to solve the problem of the simultaneous 
training and topology optimization of neural networks, 
because of the innovations they can provide to solve it. 
Certain authors have addressed this problem through 
the evolution of single ensembles as for example with 
DIVACE-II (Chandra et al., 2006), which also imple-
ments different levels of coevolution. In other works, 
the networks are fully evolved and the evolutionary 
operators are designed to deal with both training and 
structure optimization. Some authors have addressed 
the problem of the structure optimization attending to 
reduce either the number of network neurons or either 
the number of network connections. In the first methods 
(Abbass et al., 2001; Delgado et al., 2005; González et 
al., 2003), the optimization is easier since the codifica-
tion of a network contains a smaller number of freedom 
degrees than the last methods; however, they have a 
disadvantage in the sense that the networks obtained 
are fully connected. On the other hand, the methods in 
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the second place (Jin et al., 2004; Cuéllar et al, 2007) 
attempt to reduce the number of connections but it is 
not ensured that also the number of network nodes is 
also minimum. Nevertheless, experimental results have 
shown that the networks obtained with these proposals 
have a low size (Jin et al, 2004).

The hybridation of multi-objective evolutionary 
algorithms with traditional gradient-based training 
algorithms has also provided promising results. While 
the evolutionary algorithm makes a wide exploration 
of the solution space, the gradient-based algorithms are 
capable to address the search to promising areas dur-
ing the evolution and to exploit the solutions suitably. 
This hybridation is usually carried out by including 
the gradient-based training method as a local search 
operator in the evolutionary process. Then, the local 
search operator is applied after the mutation and before 
the evaluation of the solutions. Some examples are the 
system MPANN developed by H.A. Abbass (2001), 
and the works by Y. Jin et al. (2006).

In the next section, we make an study of different 
aspects concerning the multi-objective optimization 
of neural networks. Concretely, we make an study of 
the objectives to be achieved in the multi-objective 
algorithm and the multi-objective algorithms used. 
We focus our analysis on recurrent neural networks 
(Haykin, 1999; Mandic and Chambers, 2001), since 
these models have a high complexity due to the recur-
rence. The experiments are illustrated in problems of 
time-series prediction, since this type of problems has 
multiple applications in many research and enterprise 
areas and the neural models used are suitable for this 
application, as suggested by previous works (Aussem, 
1999).

mUlTI-OBJeCTIVe eVOlUTIONARy 
AlGORITHmS fOR NeURAl 
NeTWORKS TRAINING AND 
OpTImIzATION

The most recent multi-objective evolutionary algo-
rithms are based in the concept of Pareto dominance as 
a criterion to determine whether a solution is optimal or 
not. Let F(s)=(f1(s), f2(s),..., fk(s)) be a set of k objectives 
to be achieved, and let s1 and s2 be two solutions. In a 
minimization problem, it is said that s2 is dominated 
by s1 if, and only if:
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The solutions that are non-nominated by any other 
solution are called the non-dominated set or Pareto 
frontier. The goal of any multi-objective algorithm is 
to find the solutions in the Pareto frontier. Thus, the 
selection of the objectives to be achieved in a multi-
objective algorithm is a key aspect, since they will be 
used to guide the search across the search space to 
obtain the optimal solutions. However, the higher the 
number of objectives is, the higher the complexity of 
the search space is. In this work, we attempt to train and 
optimize the size of an Elman Network (Mandic and 
Chambers, 2001), for time series prediction problems. 
This network type has an input layer, an output layer 
and a hidden layer. The data of the time series is pro-
vided in time to the network inputs, and the objective 
is the network output to provide the future values  of 
the time series at the output.The recurrent connections 
are in the hidden layer, so that the output of a hidden 
neuron at time t is also input for all the hidden neurons 
at time t+1. The reader may found a wider information 
about dynamical recurrent neural networks applied for 
time series prediction in (Aussem, 1999; Mandic and 
Chambers, 2001). 
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For the problem of neural network optimization and 
training, we consider three objectives to be achieved 
(see equations (2)-(4)). The objective f1(s) attempts 
to minimize the network error, while f2(s) is used to 
optimize the number of hidden neurons and f3(s) the 
number of network connections. In equation (2), T 
is the number of training patterns, Y(t) is the desired 
output for pattern t and O(t) is the network output. In 
equation (3), h(s) is the number of hidden neurons for 
the network s; and n(s) is the number of network con-
nections in equation (4). Another issue related to the 
objectives is the network codification. For example, in 
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